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snacks without nuts 
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snacks without nuts vs. nut free snacks
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Talk outline

• How search works

• Where this fails us

• Towards a solution



A whirlwind course on 
how search works
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Standard search: Inverted index

A search index is like an index at the back of a book (hence the name).

1. For every “document”, find all the words associated with it

2. Build an index with the words & each document that contains them

3. Break the query into words

4. Find all the documents associated with each word

5. Return the documents that have all the words of the query

6. Rank them
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cats are furry

mice are furry

dogs chase cats

D1

D2

D3

cat: 1, 3, 4
furry: 1, 2
mouse: 2, 4
dog: 3
chase: 3, 4

cats chase miceD4

Q: cats

Q: cats dogs

Q: cats chase

D:cat: 1, 3, 4

D:cat: 1, 3, 4 & D:dog: 3 D: 3

D:cat: 1, 3, 4 & D:chase: 3, 4 D: 3, 4
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Beyond Just Inverted Indices: Simple text processing

• Lower casing, de-accenting, punctuation stripping , ”stop words”, lemmatization

hammers
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Beyond Just Inverted Indices: Memorizing results

• User behavioral data bbc
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Beyond Just Inverted Indices: Meta-data & structured data

• Documents contain information beyond text (and images)

• Products: Price, brand, size

• Publications: Author, year, publisher dresses over $100
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Ranking features

• Document popularity & reliability

• Where the query word matches

• Query word proximity

tbilisi
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Milk chocolate vs. chocolate milk
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Milk chocolate vs. chocolate milk
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“How search works” summary

1. For every “document”, find all the words associated with it
2. Build an index with the words and each document that contains them
3. Break the query into words

1. Lower-casing, lemmatization, stop words, etc.
2. Meta data

4. Find all the documents associated with each word
5. Return the documents that have all the words of the query
6. Rank them

1. Behavioral data
2. Document popularity & reliability
3. Query word proximity and match location



Why this fails us
(or how to break search)
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Tricky cases: Vocabulary mismatches

• Synonyms & paraphases

• Misspellings

• Cross-lingual

• Index vs. query

• Normalization

• Expansion

credenza ~ sideboard ~ buffet
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Tricky cases: Mapping to structured data

• Entities (text): 

• brands

• authors

• Special non-text data:

• prices

• dates

tracy king
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Extra tricky cases

• Negation: “snacks without nuts”

• Syntactic structure: 

• “chocolate milk” vs. “milk  chocolate”

• “who acquired PeopleSoft” vs. “who did PeopleSoft acquire”
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Robustness: Embeddings & deep learning

• Encode everything in a high dimensional space

• Similar words (or images) close to one another

• Different modalities (text & images) can map 
to the same space
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Robustness: Embeddings & deep learning

• Encode everything in a high dimensional space

• Similar words (or images) close to one another

• Different modalities (text & images) can map 
to the same space
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Embeddings: Where they work well

• Vocab mismatches between queries and items

• Misspellings

• Mapping similar queries together

• Simple multi-modal (text-to-image) search

• Stuff everyone is looking for 

• Especially when combined with behavioral & 
other ranking signals

credenza ~ sideboard ~ buffet
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cougar ~ puma ~ mountain lion
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Embeddings: Where they fail

• Things that distribute similarly but with different meanings 

• numbers, model numbers

• people names of same gender & ethnicity

• Negation & counterfactuals

• Information determined by syntactic structure 
(not just co-occurrence)

Bermuda coast



Towards a solution: 
Adding (and removing) structure
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Structure where it matters

• Why not everywhere:

• costly: index size, query processing

• specialized knowledge to create

• General: Entity recognition

montpellier
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montpellier

dresses over $100



©2020 Adobe. All Rights Reserved. Adobe Confidential.

Structure where it matters

• Why not everywhere:

• costly: index size, query processing

• specialized knowledge to create

• General: Entity recognition

• Ecommerce: Prices + over/under/from/to

• Images: Color-object queries

montpellier

dresses over $100

banana blue background
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Robustness where you need it

• Allow for looser matching when needed

• Synonyms and misspellings

• Null & low result recovery

• Color terms

blue
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Adobe Stock color-object queries: white rose red background
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Adobe Stock color-object queries

• The issue: 

• Long tail of color-object queries

• Visually jarring

• No easy way to recover

• The cause:

• Images with “bag of tags” & titles

• Red roses & white backgrounds are 
much more popular
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Solution: Specialized Structured Data

• Images:

• Identify prominent objects (+ background)

• Identify their colors

• Store in the index

• Matching and ranking:

• Aggressive solution: Only return images with the same color and object as the query

• Conservative solution: Rank higher images with the same color and object as the query

• Query: 

• Identify color terms

• Identify the objects they modify
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Color-object queries

• Named entity recognition model for colors

• Which colors to focus on: kindergarten colors; modified (“hot pink toaster”); rarer (“salmon background”)

• False positives: ethnicities “white nurse”; general “snow white”;  style “black & white”

• Complex cases: coordination (“red and green peppers”)

• Dependency parser to detect object

• Custom-trained, short-text versions

• Language specific



©2020 Adobe. All Rights Reserved. Adobe Confidential.

Color-object images

• Find and mask the objects

• Label them

• List of objects from queries

• Auto-tagger confidence

• Determine their color

• Background as a special case

Object: cup  &  Color: white
Object: cookie  &  Color: brown
Object: background  &  Color: blue
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Color-object issues

• What are the colors?

• Image color embeddings (language independent)

• Query text2color model (language dependent)

• What are the objects?

• Index language-independent concepts

• Query text-to-concept mappings
(language dependent)

Object: cnx:123:cup & color: [          ]

Object: cnx:456:cookies & color: [          ]

Object: cnx:0:background & color: [          ]
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Color-object in action

• Query color NER + dependency parse + 
text2color + object text to concept

• Query: object concept + color embedding 
(+ any other keywords)

• Matching & ranking

• Images with the object concept (+ any 
other keywords)

• Image-object & query color embedding 
similarity calculation

white rose red background

object=cnx:789:rose & color = [          ]

object=cnx:0:background & color = [         ]

images with cnx:789:rose         

images with 
cnx:0:background & color = [            ]     

cnx:789:rose & color = [           ]



Wrapping up: Where are we?



©2020 Adobe. All Rights Reserved. Adobe Confidential.

Structuring Search

• Search historically depends on inverted indices and 
behavioral ranking signals

• Embeddings and deep learning help with robustness

• Structured representations are needed for deeper  
understanding

• High-value queries

• Requires knowledge to build structure

• Indexing structure can be more costly

• Future of search is hybrid: Structure + robustness



Questions?


