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Abstract

A difference equation describing scattering from an impurity in a crystal is in-
vestigated. The time evolution consistent with the stationary operator leads to a
difference wave equation, or linear version of the Hirota equation. Lax-Phillips scat-
tering theory is developed for this evolution equation using a dynamical approach.
It is shown that the Lax-Phillips scattering matrix for this special choice of the
evolution equation coincides with the standard stationary scattering matrix.

1 Introduction.

Scattering from an impurity in a crystal can be described by the Schrödinger equation
with a periodic potential V (x) perturbed by a decreasing at infinity potential W (x)

(−∆ + V (x) + W (x)) ψ(x, t) =
1

i

∂ψ

∂t
. (1)
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The scattering problem amounts to comparing the evolution given by (1) with the un-
perturbed evolution given by the same equation, but with W (x) = 0. The existence and
completeness of the wave operators can be shown for suitable W [1, 5, 7, 20]. The scatter-
ing matrix is an unitary function on the absolutely continuous spectrum of the periodic
problem. An important problem is to understand the analytical properties of the scat-
tering matrix on the Riemann surface of the quasimomentum. This Riemann surface
has complicated structure because the corresponding Schrödinger operator has continu-
ous band spectrum. Harmonic analysis for such Riemann surfaces has been developed
by B.Pavlov and S.Fedorov [4, 15, 17, 18]. Analytical properties of the scattering ma-
trix for the problems without periodic background can be studied with the help of the
Lax-Phillips scattering theory [11]. This theory can not be applied to the problem (1)
directly. The main reason is the absence of incoming and outgoing subspaces for this
evolution. Such subspaces can be observed if we substitute the first derivative operator in
the rhs of the equation (1) by another differential operator, which has the same essential
spectrum as the stationary operator. This idea was proposed first by V.Evstratov and
the author in 1989, but has never been developed. We present here this approach applied
to partial difference operators. Lax-Phillips scattering theory is modified for the case of
the stationary operator with the band continuous spectrum.

The importance of the discrete equations is explained by their numerous applications
in theoretical physics (see [12] for references). Close relations between the continuous
limits of the nonlinear partial difference equations and nonlinear partial differential equa-
tions, such as KdV and sinh-Gordon equations, have been discovered [6]. It appears that
solutions to the discrete partial differential equations can be constructed with the help of
the inverse scattering method. These equations became a useful tool during investigation
of the chaotic phenomena. Exact solutions to these equations can be used to study tran-
sitions to chaos. We believe that construction of the Lax-Phillips theory for the scattering
problems on the lattice can be used during the investigation of the geometrical and ana-
lytical properties of the simplectic maps, defined by nonlinear partial difference equations
[3, 14].

The discrete stationary operator defined by a periodic selfadjoint Jacobi matrix is
considered in this paper. Such operator with the band continuous spectrum is a discrete
analog of the unperturbed Schrödinger operator − d2

dx2 + V (x). The impurity is described
by an additive perturbation. Spectral and resonance properties of these operators have
been studied by B.Pavlov and S.Fedorov[15, 16, 18, 19]. Their approach is based on the
harmonic analysis on the Riemann surface of finite genius. We develop here the dynamical
approach, based on a special form of the time evolution consistent with the stationary
operator. The unperturbed evolution is defined on the discrete space-time lattice by
the difference analog of the wave equation. This equation can be considered as a linear
analogue of the Hirota equation [3, 6]. It is shown, that the difference wave equation has
d’Alembert solutions. Incoming - outgoing translational representation of the evolution
operator is constructed explicitly.
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The evolution, described by the perturbed discrete wave equation is defined in the
space of initial data with indefinite energy form. The Lax-Phillips scattering theory for
this evolution group is developed in the spirit of [10]. The case of indefinite energy
form for the operators with the band spectrum has not been considered. It is shown,
that Lax-Phillips scattering theory can be constructed for the evolution restricted on the
subspace, where the energy form is positive definite. Incoming and outgoing translational
representations of the evolution are constructed explicitly using the dynamical approach.
The scattering matrix is calculated in the spectral representation.

We show in Section 5, that the Lax-Phillips and the standard stationary scattering
matrices differ by an inessential factor.

2 Time evolution for periodic Jacobi matrices, differ-

ence wave equation.

We consider in this paper the stationary operator defined by a periodic selfadjoint Jacobi
matrix A in `2. Matrix coefficients satisfy the following conditions

Am,n = 0 if |m− n| > M for certain M ;
Am+q,n+q = Am,n for some fixed q;
Ām,n = An,m.
Every such infinite matrix A can be presented in the tridiagonal block form

A =




... ... ... ... ... ... ...

... A Γ 0 0 0 ...

... Γ∗ A Γ 0 0 ...

... 0 Γ∗ A Γ 0 ...

... 0 0 Γ∗ A Γ ...

... 0 0 0 Γ∗ A ...

... ... ... ... ... ... ...




with A, Γ N × N matrices. The dimension N of the matrices can be chosen equal to
N = Mq. It is natural to consider this operator in the space `2(C

N) = `2 ⊗ CN . This
operator can be written in the following form using the shift operator (T±ψ)(n) = ψ(n∓1)

A = A + T−Γ + T+Γ∗. (2)

We restrict our consideration to the case of selfadjoint matrices Γ = Γ∗.
Additive perturbations of the operator A by finite dimensional matrices B will be

investigated. Only one special one dimensional family of such matrices will be considered
Bn,m = δn,0δm,0αΓ, α ∈ R. Thus the following stationary discrete operator will be studied

Aα = A + αΓδ + (T+ + T−)Γ, (3)
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where δ denotes the indicator of the origin: (δψ)(n) = δn,0ψ(0).
Consistent with the stationary operator (2) a time evolution can be defined on the

discrete space-time lattice Λ = {(n, t), n ∈ Z, t ∈ Z} by the following partial difference
equation

(A + (T− + T+)Γ) f = (A + (T− + T+)Γ) f, (4)

where T± defines the shift operators in the time direction (T±f)(n, t) = f(n, t ∓ 1). The
latter equation can be simplified to get the difference wave equation

(T− + T+)f = (T− + T+)f. (5)

Different components of the N -dimensional vectors f(n, t) on the space-time lattice are
independent. That’s why we are going to study this equation for one dimensional vectors
f(n, t) instead of working all the time in the tensor representation. This equation will
be called difference wave equation. It is a linear version of the Hirota equation [3, 6].
Lax-Phillips scattering theory for this equation will be constructed in Section 3.

The time evolution for the perturbed problem will be introduced in a similar way using
the same unperturbed operator to connect the wave function at different time moments

(A + αΓδ + Γ(T+ + T−)) f = (A + Γ(T+ + T−)) f. (6)

This equation can be simplified as follows

(αδ + (T+ + T−))f = (T+ + T−)f. (7)

The latter equation will be called the perturbed difference wave equation. It is possible to
simplify eq. (6) due to the special form of the chosen perturbation. Different components
of the N -dimensional vectors f(n, t) are independent again and we are going to study this
equation in the case N = 1. The case of arbitrary N can be considered in a similar way.
The Lax-Phillips approach to this equation will be developed in Section 4.

3 Lax-Phillips theory for the difference wave equa-

tion.

We consider the Lax-Phillips scattering theory for the evolution governed by the discrete
wave equation (5). This equation defines the unperturbed evolution group {UT

0 } for the
discrete values of the time parameter T . Initial data for the evolution at the moment t are

two infinite vectors F (t) =

(
{f(n, t)}

{f(n, t + 1)}
)

. The evolution equation (5) connects values

of the solution at the points (n, t) with the same evenness of n + t. The evolution can
be considered independently on the even and odd sublattices Λ = Λeven ⋃

Λodd, Λeven =
{(n, t) : (−1)n+t = 1}, Λodd = {(n, t) : (−1)n+t = −1}. Let us introduce the following

4



indicator of the even lattice χ(n,m) = 1
2
((−1)n+m + 1). The solution of the evolution

equation can be written as

f(n, t + T ) =
∑

α=0,1

(−1)α+T+1
∑

|m−n|<T

χ(n−m,T − α)f(m, t + α), T ≥ 2. (8)

Only initial data at the points (m, t), (m, t− 1) with the same evenness as (n, t + T ) from
the region |m− n| < T define the value of the solution f(n, t + T ). This property of the
solution can be called ”hyperbolicity” [3]. The same equation describes the evolution in
the space direction. The problem under consideration is similar to one studied in [2].

The energy norm for this evolution equation is given by the following expression

‖ F ‖2
E0 (t) =

∑

n∈Z

(
|f(n, t + 1)− f(n + 1, t)|2 + |f(n, t + 1)− f(n− 1, t)|2

)
. (9)

This quadratic form is nonnegative and vanishes on the functions which are equal to
constants on the sublattices

K = {F =

(
f(n, 0),
f(n, 1)

)
: f(n, α) = aevenχ(n, α) + aoddχ(n + 1, α), α = 0, 1}.

We are going to consider the space H0 of all initial data with the finite energy factorized
by the kernel K. The energy form defines positive functional which can be used as the
norm in this space. The generator of the unperturbed evolution group

U0 =

(
0 1
−1 T+ + T−

)
. (10)

is an unitary operator in the space H0 with the energy norm.

Lemma 1 Every solution of the evolution equation (5) can be represented by the linear
combination of d’Alembert waves

f(n, t) = v→(t− n) + v←(t + n). (11)

Proof. It is clear that every function f(n, t) possessing the representation (11) satisfies
equation (5). Substitution of the ansatz (11) into the initial conditions

{
f(n, 0) = f 0(n)
f(n, 1) = f 1(n)

gives the following equation for the functions v→ and v←

v→(−n) + v←(n) = f 0(n);

v→(1− n) + v←(1 + n) = f 1(n). (12)
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The latter equation does not define the functions v→ and v← uniquely and two constants
can be chosen arbitrarily, since the kernel K is two dimensional. One can put for example

v←(0) = v→(0) =
f 0(0)

2
, v←(1) = v→(1) =

f 1(0)

2
(13)

Difference derivatives of the functional invariant solutions on the even and odd sublattices
can be calculated using equation (12)

Dv→(n) = v→(n + 2)− v→(n) = f 1(−n− 1)− f 0(−n);
Dv←(n) = v←(n + 2)− v←(n) = f 1(n + 1)− f 0(n).

(14)

Functions v→ and v← can be reconstructed from their derivatives and values at the points
s = 0, 1 :





v(2n) = v(0) +
∑n

l=1(Dv)(2l − 2);
v(−2n) = v(0)−∑n

l=1(Dv)(−2l);
v(2n + 1) = v(1) +

∑n
l=1(Dv)(2l − 1);

v(−2n + 1) = v(1)−∑n
l=1(Dv)(−2l + 1)

n > 0. (15)

Lemma 1 is proven. 2

The norm of the derivatives of the functional invariant solutions coincides with the
energy norm of initial data:

‖ Dv→ ‖2
`2

+ ‖ Dv← ‖2
`2

=
∑

n∈Z (|f 1(−n− 1)− f 0(−n)|2 + |f 1(n + 1)− f 0(n)|2)
=

∑
n∈Z (|f 1(n)− f 0(n + 1)|2 + |f 1(n)− f 0(n− 1)|2) =

= ‖ (f 0, f 1) ‖2
E .

(16)

Theorem 1 The mapping

Φ0 : (f 0, f 1) ⇒ h(s) =

(
(Dv→)(−s)
(Dv←)(−s)

)

defines a unitary translational representation for the group {Ut
0}, which is both incoming

and outgoing.

Proof. Here h(s) is an element of `2(Z;C2). It is necessary to show that

Φ0 UT
0 = TT

+ Φ0

to prove that this representation is a translational one. We introduce the following nota-
tion

uT (n, t) = u(n, t + T ).
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Then
uT (n, t) = v→T (t− n) + v←T (t + n),

where functions v→T (s) and v←T (s) can be defined using the following formulae for even s

v←T (s) = v←(s + T ) +
1

2
(v→(T )− v←(T )) ;

v→T (s) = v→(s + T )− 1

2
(v→(T )− v←(T ))

and for odd s

v←T (s) = v←(s + T ) +
1

2
(v→(1 + T )− v←(1 + T )) ;

v→T (s) = v→(s + T )− 1

2
(v→(1 + T )− v←(1 + T )) .

Functions v→T (s) and v←T (s) can be obtained from the functions v→(s) and v←(s) by shifting
the argument and extracting some constant, which does not give any contribution into
the derivative. It follows that hT (s) = h(s− T ).

We shall prove now that subspace `2(1,∞;C2) is outgoing. Consider first the even
sublattice and suppose, that h(0) = h(−2) = h(−4) = ... = 0. Both d’Alembert waves are
equal to a certain constant on the negative part of the even sublattice

v→(0) = v←(0) = v→(2) = v←(2) = v→(4) = ...

and this common value can be denoted by aeven. It implies that u(n, t) = 2aeven for |n| ≤ t
and this solution is equivalent to the solution vanishing on the even sublattice in the region
|n| ≤ t. The odd sublattice can be considered in a similar way. The unitary character of
the considered representation follows from the formula (16). 2

Such defined incoming and outgoing subspaces lead to the trivial Lax-Phillips scat-
tering matrix. It shows that the chosen time evolution is consistent with the stationary
operator. We note that consistent time evolution is not defined in a unique way.

4 Lax-Phillips theory for the perturbed difference

wave equation.

We consider in this section the Lax-Phillips scattering theory for the evolution, described
by the perturbed difference wave equation (7). The perturbed evolution group defined by
this equation will be denoted by {UT}. Evolutions on the even and odd sublattices of the
space-time lattice are not independent anymore.

We introduce the bilinear energy form

¿ F, G ÀE (t) =
∑

n∈Z

(< f(n, t + 1)− f(n + 1, t), g(n, t + 1)− g(n + 1, t) > +
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+ < f(n, t + 1)− f(n− 1, t), g(n, t + 1)− g(n− 1, t) >)− (17)

−α (< f(0, t + 1), g(0, t) > + < f(0, t), g(0, t + 1) > .

The corresponding quadratic form is preserved during the evolution, but it is not positive
definite. We are going to consider the case of positive α only. Negative α can be studied
in a similar way.

The generator of the perturbed evolution is equal to

U =

(
0 1
−1 T+ + T− + α{δn,0}

)
. (18)

This operator has two eigenvalues with nonunit norm z± = e∓b, where eb − e−b = α. The
corresponding eigenvectors are equal to

Φ± =

(
{e−b|n|}

e∓b{e−b|n|}
)

.

These eigenvectors are related to the eigenvectors of the stationary operator (see section
5).

Lemma 2 Eigenvectors Φ± satisfy the following conditions with respect to the energy
form ¿ ∗, ∗ ÀE :

¿ Φ±, Φ± ÀE= 0, (19)

¿ Φ±, Φ∓ ÀE= −e2b + e−2b 6= 0. (20)

Proof. The first two equalities (19) follow from the fact, that Φ± are eigenvectors of the
evolution operator corresponding to the nonunit eigenvalues.

Equality (20) follows from the following calculations

¿ Φ+, Φ− ÀE= α(−2 + (e−b − 1)(eb − 1)) = −(e2b − e−2b) 6= 0.

The lemma is proven. 2

We’ll use the following definition

Definition 1 Subspace B of initial data is a finite dimensional subspace of all linear
combinations of the vectors Φ±.

There is no element in this subspace which is orthogonal to the whole B, i.e. the energy
form is nondegenerate on this subspace. Subspace B is invariant subspace for the evolution
operator UT . The evolution operator restricted on this subspace is a multiplication by
diagonal matrix. Let F ∈ B, then

F (t) = f+(t)Φ+ + f−(t)Φ−.

The operator in this basis is equal to
(

f+(t + T )
f−(t + T )

)
=

(
e−bT 0

0 ebT

) (
f+(t)
f−(t)

)
.
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Lemma 3 The subspace B consists of all elements from `2 ⊕ `2 of the following form

B = {e−b|n|
(

g0

g1

)
: g0, g1 ∈ C}.

Proof. Every element from B possesses the desired representation. Consider an arbitrary

element F = e−b|n|
(

f0

f1

)
. If it belongs to the subspace B , then the coordinates of this

vector f+, f− should satisfy the following linear equation
{

f+ + f− = f0

e−bf+ + ebf− = f1
.

The determinant of the linear system is equal to eb − b−b = |α|. Thus the coordinates f±

can be calculated and F belongs to B. 2

We are going to consider the evolution group restricted on the following subspace.

Definition 2 Subspace H ′ is the subspace of all initial data which are E− orthogonal to
B.

This subspace is invariant with respect to the evolution operator because the subspace
B is invariant with respect to the reverse evolution. Every element from H has unique
E-projection on H ′.Orthogonal projector on the space H ′ will be denoted by P.

Lemma 4 The invariant subspace H ′ consists of the elements from the space H satisfying
the following conditions ∑

n

f(n, 0)e−b|n| = 0,

∑
n

f(n, 1)e−b|n| = 0. (21)

Proof. Let F ∈ H ′, then it is orthogonal to all elements G from B. This condition is
equivalent to the orthogonality condition with the elements G0 = e−b|n|(1, 0) and G1 =
e−b|n|(0, 1)

2
∑
n

f(n, 0)e−b|n| − (e−b + eb)
∑
n

f(n, 1)e−b|n| = 0, (22)

−(e−b + eb)
∑
n

f(n, 0)e−b|n| + 2
∑
n

f(n, 1)e−b|n| = 0. (23)

We get a system of linear equations for the elements
∑

n f(n, 0)e−b|n| and
∑

n f(n, 1)e−b|n|.
The determinant of the linear system (22,23) is equal to −α2 6= 0. It follows that the
unique solution of this linear system is trivial, which leads to the relations (21). 2

Theorem 2 The quadratic energy form is nonnegative on the subspace H ′ and it is equiv-
alent to the unperturbed energy norm.
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Proof. Lemma 4 shows, that the values of the elements F = ({f(n, 0), f(n, 1)}) at the
origin can be calculated from their difference derivatives. Conditions (21) can be written
in the following form using notation z = e−b

0 = f(0, 0) + f(1, 0)z + f(2, 0)z2 + ... + f(−1, 0)z + f(−2, 0)z2 + ...

= f(0, 0)(1 +
2z2

1− z2
) + f(0, 1)

2z

1− z2

+
∑

n≥1

(f(n, 0)− f(n− 1, 1) + f(−n, 0)− f(−n + 1, 1))
zn

1− z2

+
∑

n≥1

(f(n, 1)− f(n− 1, 0) + f(−n, 1)− f(−n + 1, 0))
zn+1

1− z2
,

(24)

0 = f(0, 1)(1 +
2z2

1− z2
) + f(0, 0)

2z

1− z2

+
∑

n≥1

(f(n, 1)− f(n− 1, 0) + f(−n, 1)− f(−n + 1, 0))
zn

1− z2

+
∑

n≥1

(f(n, 0)− f(n− 1, 1) + f(−n, 0)− f(−n + 1, 1))
zn+1

1− z2
.

(25)

These conditions are equivalent to the linear system

{
(1 + z2)f(0, 0) + 2zf(0, 1) = −zA− z2B
2zf(0, 0) + (1 + z2)f(0, 1) = −z2A− zB

,

where the following notations have been used:

A =
∑

n≥1

(f(n, 1)− f(n− 1, 0) + f(−n, 1)− f(−n + 1, 0))zn−1;

B =
∑

n≥1

(f(n, 0)− f(n− 1, 1) + f(−n, 0)− f(−n + 1, 1))zn−1.

This linear system for f(0, 0), f(1, 0) can be easily solved





f(0, 0) =
−zA + z2B

1− z2

f(0, 1) =
z2A− zB

1− z2

.
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Then the following is valid for the perturbed energy form

¿ F, F ÀE = ¿ F, F ÀE0 −
1

z(1− z2)

(
−2z3(|A|2 + |B|2) + z2(z2 + 1)(AB̄ + BĀ)

)

≥ ¿ F, F ÀE0 −
z(1− z)

1 + z
(|A|2 + |B|2)

≥
(

1− 2z(1− z)

1 + z

)
¿ F, F ÀE0

=
(4z − 1)2 + 7

8(1 + z)
¿ F, F ÀE0

≥ 0.

We used here the following estimate |A|2 + |B|2 ≤ 2 ¿ F, F ÀE0 . The upper estimate for
the quadratic form can be proven as follows

¿ F, F ÀE ≤ ¿ F, F ÀE0 +
z

1− z2

∣∣∣−2z(|A|2 + |B|2) + (z2 + 1)(AB̄ + BĀ)
∣∣∣

≤ ¿ F, F ÀE0 +z
(1 + z)2

(1− z2)
(|A|2 + |B|2)

≤ (4z + 1)2 + 7

8(1− z)
¿ F, F ÀE0 .

This finishes proof of the theorem. 2

Consider the subspaces Dinc and Dout ∈ H formed by the initial data which define
solutions of the evolution equation, vanishing in the corresponding regions |n| ≤ −t, t < 0
and |n| ≤ t, t > 0. These subspaces do not belong to H ′. Projections of these subspaces on
the space H ′ will define the incoming and outgoing subspaces for the restricted evolution.

Lemma 5 The subspace Dinc consists of all initial data satisfying the following conditions

f(n, 0) = f(n + 1, 1), n ≤ −2; f(n, 0) = f(n− 1, 1), n ≥ 2;
f(0, 1) = f(−1, 0) + f(1, 0); f(0, 0) = 0.

The subspace Dout consists of all initial data satisfying the conditions

f(n, 0) = f(n− 1, 1), n ≤ −1; f(n, 0) = f(n + 1, 1), n ≥ 1;
f(0, 0) = f(−1, 1) + f(1, 1); f(0, 1) = 0.
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Proof can be carried out by induction starting from the origin.
These two subspaces are invariant with respect to the evolution and reverse evolution

operators correspondingly

UDout ⊂ Dout, U−1Dinc ⊂ Dinc.

The energy norm is positive definite on each of these subspaces. It is possible to define
special bases in the subspaces Dinc and Dout, such that the evolution operator will act as
translation in the corresponding representations. Consider the orthogonal complement of
the subspace UDout in the subspace Dout : Nout = DoutªUDout. Subspace Nout is a finite
dimensional subspace. Vectors

Eout,r
−1 =

(
Θ(m)χ(0, m)

Θ(m− 1)χ(1,m)

)
, Eout,l

−1 =

(
Θ(−m)χ(0,m)

Θ(−m− 1)χ(1, m)

)

form a basis in the subspace Nout. Then the basis associated with the outgoing subspace
can be chosen equal to the following one for all n ≥ −1

Eout,l
n =

(
eout,l

n (m, 0)
eout,l

n (m, 1)

)
=

(
Θ(−n−m− 1)χ(n, m + 1)

Θ(−n−m− 2)χ(n,m)

)
, n = −1, 0, 1, 2, 3, ...;

Eout,r
n =

(
eout,r

n (m, 0)
eout,r

n (m, 1)

)
=

(
Θ(−n + m− 1)χ(n,m + 1)

Θ(−n + m− 2)χ(n, m)

)
, n = −1, 0, 1, 2, 3, ....

This outgoing basis can be extended for all negative n using the translational property,
which is valid for all n ≥ 0 : Eout

n−1 = U−1Eout
n .

Similar translational basis in the subspace Dinc is formed by the elements

Einc,l
n =

(
einc,l

n (m, 0)
einc,l

n (m, 1)

)
=

(
Θ(n−m− 1)χ(n,m + 1)

Θ(n−m)χ(n,m)

)
, n = 0,−1,−2,−3, ...;

Einc,r
n =

(
einc,r

n (m, 0)
einc,r

n (m, 1)

)
=

(
Θ(n + m− 1)χ(n,m + 1)

Θ(n + m)χ(n,m)

)
, n = 0,−1,−2,−3, ....

One can use the translational property to define the incoming basis vectors for all n ∈ Z.
Consider the projections of these subspaces and corresponding bases on H ′. The fol-

lowing notations will be used in the future

D′
out = PDout; D′

inc = PDinc;

E inc,l
n = PEinc,l

n ; E inc,r
n = PEinc,r

n ; Eout,l
n = PEout,l

n ; Eout,r
n = PEout,r

n .

Lemma 6 The subspaces D′
inc and D′

out span the space H ′.

12



Proof. To prove this Lemma, it is enough to show, that subspaces Dinc, Dout span the
space H. Consider arbitrary element F from H and solution of the homogeneous equation
with these initial data. Every such solution can be presented by the combination of the
d’Alembert waves (Lemma 1) and certain vectors from the kernel K

F =

(
v→(−n) + v←(n) + aevenχ(n, 0) + aoddχ(n, 1)

v→(1− n) + v←(1 + n) + aevenχ(n, 1) + aoddχ(n, 0)

)
.

Every element from the kernel K and d’Alembert waves are equal to the linear combination
of the basis elements Eout

n−1, E
inc
−n , n = 0, 1, 2, ... :

F = v→(0)Eout,r
−1 + v→(−1)Eout,r

0 +
∑

n≥1

(v→(−n− 1)− v→(−n + 1))Eout,r
n

+v→(1)Einc,l
0 + v→(2)Einc,l

−1 +
∑

n≥2

(v→(n + 1)− v→(n− 1))Einc,l
−n

+v←(0)Eout,l
−1 + v←(−1)Eout,l

0 +
∑

n≥1

(v←(−n− 1)− v←(−n + 1))Eout,l
n

+v←(1)Einc,r
0 + v←(2)Einc,r

−1 +
∑

n≥2

(v←(n + 1)− v←(n− 1))Einc,r
−n

+aodd(Einc,l
0 + Eout,r

0 ) + aeven(Eout,r
−1 + Einc,l

−1 ).

(26)

The last sum converges for every element with the finite energy norm. It follows, that the
spaces D′

out, D′
inc span together the space H ′. 2

Theorem 3 The subspaces D′
inc and D′

out are correspondingly incoming and outgoing
subspaces for the perturbed evolution in H ′.

Proof. We are going to prove, that subspace D′
out is outgoing in the Lax-Phillips sense.

We have to show, that

1. UD′
out ⊂ D′

out,

2. ∩UT D′
out = {0},

3. ∪UT D′
out is dense in H ′.

The first two properties can be proven using similar properties of the subspace Dout.
The perturbed evolution restricted on the subspace Dout coincides with the unperturbed
one. Hence the first two properties follow from the similar results for the unperturbed
evolution.

Consider the third property now. The subspaces D′
out and D′

inc span the space H ′.
Hence it is enough to show that every vector from D′

inc is an element of ∪UT D′
out. We are

going to show, that every basis element E inc,l
n belongs to the closure of ∪UT D′

out in the

13



energy norm, i.e. that there exist constants all
n, alr

n , such that the following representation
converges in the energy norm

E inc,l
n =

∑

k

(
all

n−kEout,l
k + alr

n−kEout,r
k

)
. (27)

Coefficients in the last representation depend on the difference n−k because the evolution
operator acts as translation in both incoming and outgoing bases. The same result for
the vectors E inc,r

n will follow from the symmetry of the problem with respect to the point
zero. Suppose, that representation (27) is proven, then the following formula is valid also

E inc,r
n =

∑

k

(
arr

n−kEout,r
k + arl

n−kEout,l
k

)
, all

k = arr
k , arl

k = alr
k . (28)

We prove the existence of such representations for n = 0 first. The same property for
arbitrary n will follow from the fact, that these bases define translational representations
of the evolution operator.

Consider first the following property of the basis elements

Einc,l
0 − Einc,r

0 = Eout,l
0 − Eout,r

0 .

The same property is valid for their projections and we get the following condition on the
constants all, arl

all
k − arl

k = δk,0. (29)

Consider now the elements from the subspace B. The following representations are
valid for Φ±

Φ+ = ∆0 − e−b∆1 + e−b(Einc,r
0 + Einc,l

0 )

+e−2b(Einc,r
−1 + Einc,l

−1 ) + e−b
∑

m≥2

(Einc,r
−m + Einc,l

−m )e−mb(1− e2b); (30)

Φ− = −∆0 + eb∆1 + (Eout,r
−1 + Eout,l

−1 )

+ e−b(Eout,r
0 + Eout,l

0 ) + e−b
∑

m≥1

(Eout,r
m + Eout,l

m )e−mb(1− e2b), (31)

where ∆0 =

(
{δn,0}

0

)
; ∆1 =

(
0

{δn,0}
)

.

Projections of Φ± on H ′ are equal to zero and projections of the vectors ∆0, ∆1 can
be calculated

P∆1 =
−1

α

{
e−b(E inc,r

0 + E inc,l
0 ) + e−2b(E inc,r

−1 + E inc,l
−1 )

+e−b
∑

m≥2

(E inc,r
−m + E inc,l

−m )e−mb(1− e2b) + (Eout,r
−1 + Eout,l

−1 )

+e−b(Eout,r
0 + Eout,l

0 ) + e−b
∑

m≥1

(Eout,r
m + Eout,l

m )e−mb(1− e2b)



 ;

(32)
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P∆0 =
−1

α

{
(E inc,r

0 + E inc,l
0 ) + e−b(E inc,r

−1 + E inc,l
−1 )

+
∑

m≥2

(E inc,r
−m + E inc,l

−m )e−mb(1− e2b) + e−b(Eout,r
−1 + Eout,l

−1 )

+e−2b(Eout,r
0 + Eout,l

0 ) + e−2b
∑

m≥1

(Eout,r
m + Eout,l

m )e−mb(1− e2b)



 .

(33)

We use the following identity for the basis elements

Einc,l
0 + Einc,r

0 + Einc,l
−1 + Einc,r

−1 = Eout,l
−1 + Eout,r

−1 + Eout,l
0 + Eout,r

0 + 2(∆1 −∆0). (34)

The latter identity is valid also for the projections of basis elements. Substitution of the
representation (27) into the last equality together with the property (29) leads to the
following equation on the coefficients arl

n

∑

k

(δk,0 + 2arl
−k)(Eout,l

k + Eout,r
k ) +

∑

k

(δk+1,0 + 2arl
−1−k)(Eout,l

k + Eout,r
k )−

−(Eout,l
−1 + Eout,r

−1 )− (Eout,l
0 + Eout,r

0 ) =

=
2(1− eb)

α

{∑

k

(δk,0 + 2arl
−k)(Eout,l

k + Eout,r
k ) + e−b

∑

k

(δk+1,0 + 2arl
−1−k)(Eout,l

k + Eout,r
k )+

+
∑

m≥2

(1− e2b)e−mb
∑

k

(δk+m,0 + 2arl
−m−k)(Eout,l

k + Eout,r
k )−

−(Eout,r
−1 + Eout,l

−1 )− e−b(Eout,r
0 + Eout,l

0 )− e−b
∑

m≥1

(Eout,r
m + Eout,l

m )(1− e2b)e−mb



 (35)

If the coefficients in front of all terms (Eout,r
n + Eout,l

n ) at the lhs and at the rhs of the last
equation are equal, then this equality holds. We get infinite linear system on {arl

n }
∑
m

Qnm(δm,0 + 2arl
m) = qn, (36)

where

Qnm = Qn−m; Qm = 0,m ≥ 1; Q0 = 1− eb;
Q−1 = 2e−b − 1− eb; Qm = 2(1− e2b)emb,m ≤ −2 qm = Q−m−1.

This system can easily be solved using the Fourier representation q̂(ϕ) =
∑

n qne
inϕ. The

infinite matrix Q in the Fourier representation is the multiplication operator and equation
(36) is transformed to the following one

(1− eb)(1 + e−iϕ)(1 + e−be−iϕ)

(1− e−be−iϕ)
(1 + 2ârl(ϕ)) =

e−iϕ(1− eb)(1 + eiϕ)(1 + e−beiϕ)

(1− e−beiϕ)
. (37)
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The coefficients all
n, arl

n , alr
n , arr

n can easily be calculated from their Fourier representations

ârl(ϕ) = âlr(ϕ) =
2i sin ϕ

α− 2i sin ϕ

ârr(ϕ) = âll(ϕ) =
α

α− 2i sin ϕ
. (38)

It is proven, that representation (27) holds and corresponding sums converge in the energy
norm. It accomplishes the proof of the Theorem. 2

Corrolary. The sets of elements {E inc,l
n , E inc,r

n }+∞
n=−∞ and {Eout,l

n , Eout,r
n }+∞

n=−∞ are or-
thogonal bases in the space H ′.

Incomimg and outgoing translation representations of the evolution operator in the
space H ′ can be defined.

Theorem 4 The Lax-Phillips scattering matrix is meromorphic on the Riemann surface
of the quasimomentum and it is equal to the following multiplication operator in the spectral
representation

Ŝ =




−2i sin ϕ

α + 2i sin ϕ

α

α + 2i sin ϕ
α

α + 2i sin ϕ

−2i sin ϕ

α + 2i sin ϕ


 . (39)

Proof. The Lax-Phillips scattering matrix connects the incoming and outgoing trans-
lational representations for the evolution operator. Suppose F ∈ H ′, then it can be
presented by one of the following sums

F =
∑
n

(
f inc,l

n E inc,l
n + f inc,r

n E inc,r
n

)
=

∑
n

(
f out,r

n Eout,r
n + f out,l

n Eout,l
n

)
.

The scattering matrix is the operator, which connects these two representations

S :

(
f inc,l

f inc,r

)
⇒

(
f out,r

f out,l

)
.

This operator can be calculated using the decomposition of the basis vectors E inc,l
n and

E inc,r
n in the outgoing basis Eout,l

n , Eout,l
n (27,28). Proof of Theorem 3 shows, that it is more

convenient to work in the spectral representation f̂(ϕ) =
∑

n fneinϕ. The following formula
connects the incoming and outgoing spectral representations

(
f̂ out,l(ϕ)

f̂ out,r(ϕ)

)
=

(
âlr(−ϕ) ârr(−ϕ)
âll(−ϕ) ârl(−ϕ)

) (
f̂ inc,l(ϕ)

f̂ inc,r(ϕ)

)
.

It follows, that the scattering matrix in the spectral representation is given by the formula
(39). Analytical properties of the scattering matrix follow immediately from this formula.
2
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5 Stationary scattering matrix.

We consider in this section stationary approach to the scattering problem, described by
the stationary operators A and Aα (2,3). We show, that Lax-Phillips scattering matrix
coincides with the stationary one in the simplest nontrivial case of N = 2 and following
matrices A, Γ

A =

(
λ 0
0 −λ

)
, λ ∈ R+; Γ =

(
0 γ
γ 0

)
, γ ∈ R.

Eigenfunctions of the operator A are of Bloch type

ψ(n + 1) = eipψ(n). (40)

Dispersion equation, which connects the quasimomentum p ∈ [0, 2π) and the energy E of
the eigenfunction

E = ±E(p), E(p) =
√

λ2 + 4γ2 cos2 p

can be obtained by substituting ansatz (40) into the eigenfunction equation

Aψ(n) + Γ(ψ(n + 1) + ψ(n− 1)) = Eψ(n).

The dispersion equation defines two bands of continuous spectrum situated symmetrically
with respect to the origin [−√λ2 + 4γ2,−λ]

⋃
[λ,
√

λ2 + 4γ2]. Normalized eigenfunctions
of the operator can be chosen with the real zero component

ψ+(p, n) =
einp

2
√

πE(p)




√
E(p) + λ

sign(cos p)
√

E(p)− λ




ψ−(p, n) =
einp

2
√

πE(p)


 −sign(cos p)

√
E(p)− λ√

E(p) + λ


 . (41)

These eigenfunctions satisfy the following normalization conditions

¿ ψ+(p), ψ+(p′) À= δ(p− p′);
¿ ψ−(p), ψ−(p′) À= δ(p− p′);
¿ ψ+(p), ψ−(p′) À= 0.

The eigenfunction ψ+(p) corresponds to the positive band of the spectrum and ψ−(p) - to
the negative one.

Eigenfunctions φ(p, n), 0 ≤ p ≤ π/2 of the perturbed stationary operator Aα are equal
to the linear combinations of the unperturbed Bloch waves outside the origin

φ±(p, n) =

{
a1ψ±(p, n) + b3ψ±(−p, n) + a2ψ±(π − p, n) + b4ψ±(p− π, n), n < 0
a3ψ±(−p, n) + b1ψ±(p, n) + a4ψ±(p− π, n) + b2ψ±(π − p, n), n > 0

(42)
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with certain coefficients aj, bj ∈ C, j = 1, 2, 3, 4. Incoming eigenfunctions φinc,m
± ,m =

1, 2, 3, 4 are characterized by the following conditions on the coefficients ainc,m
j = δj,m, j =

1, 2, 3, 4. Similar outgoing eigenfunctions φout,m
± ,m = 1, 2, 3, 4 are defined by the conditions

bout,m
j = δj,m, j = 1, 2, 3, 4. Incoming and outgoing eigenfunctions define two different

spectral decompositions for the absolutely continuous subspace of the operator Aα. The
stationary scattering matrix is the operator, which connects these spectral representations.

We are going to calculate as example incoming eigenfunction of the first type. Cor-
responding coefficients in the representation (42) will be denoted by ainc,1

j , binc,1
j . Special

choice of the perturbation defines no interaction between the eigenfunctions with different
absolute value of the quasimomenta and coefficients binc,1

2 , binc,1
4 can be chosen equal to

zero. The form of the ansatz is chosen in such a way, that the eigenfunction equation
is obviously satisfied for all values of the parameters at every point except n = 0,±1.
Consideration of the equation at these points allows us to calculate unknown coefficients

binc,1
1 = binc,2

2 = binc,3
3 = binc,4

4 ≡ T (p) =
2i sin p

α + 2i sin p

binc,1
3 = binc,2

4 = binc,3
1 = binc,4

2 ≡ R(p) =
−α

α + 2i sin p
. (43)

The transition T (p) and reflection R(p) coefficients posses the following property T (−p +
π) = T (p), R(−p + π) = R(p). These coefficients form the 4 × 4 stationary scattering
matrix

S(E) =




T (p) R(p) 0 0
R(p) T (p) 0 0

0 0 T (p) R(p)
0 0 R(p) T (p)


 = S0 × I, (44)

S0(E) =

(
T (p) R(p)
R(p) T (p)

)
. (45)

Here I denotes the unit 2× 2 matrix.
The matrix S0(E) differs from the Lax-Phillips scattering matrix by the factor −1. It

is due to the fact that incoming and outgoing bases have been chosen in such a way, that
the Lax-Phillips scattering matrix for the unperturbed operator is equal to −1.

The stationary scattering matrix has singularities at the points −2i sin p = α on the
Riemann surface of the quasimomentum. These singularities correspond to the bound
states. The stationary operator Aα has two eigenvalues

E± = ±
√

λ2 + 4γ2 + α2γ2, (46)

which depend on the absolute value of the interaction parameter α only. These eigenvalues
are situated outside the continuous spectrum. We have defined by b the real positive
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solution of the equation eb − e−b = α. Then the eigenfunctions of the stationary operator
have the form

φ±(n) = φ±(0)e−b|n|.

The amplitudes φ±(0) are equal to

φ±(0) = c±

(
2γ cosh b
E± − λ

)

with the normalizing coefficients c±. Calculated eigenfunctions of the perturbed stationary
operator are related to the eigenfunctions of the perturbed evolution group corresponding
to the eigenvalues z± = e∓b.
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