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Preface

This thesis is devoted to inverse spectral problems for Laplace operators on metric
graphs, and it is based on the following papers:

Paper I P. Kurasov and M. Nowaczyk 2005 Inverse spectral problem forquantum
graphsJ. Phys. A: Math. Gen384901–15

Paper II M. Nowaczyk 2007 Inverse spectral problem for quantum graphs with ra-
tionally dependent edgesOperator Theory, Analysis and Mathematical
PhysicsOperator Theory: Advances and Applications147105–16

Paper III P. Kurasov and M. Nowaczyk 2007 Geometric properties of quantum
graphs and vertex scattering matrices, Preprint 2007:21 Centre for Math-
ematical Sciences, Lund University.

Paper IV S. Avdonin, P. Kurasov and M. Nowaczyk 2007 On the Reconstruction of
the Boundary Conditions for Star Graphs, Preprint 2007:29 Centre for
Mathematical Sciences, Lund University.

In the first paper, we prove the trace formula and show that it can be used to recon-
struct the metric graph in the case of rationally independent lengths of the edges and
the Laplace operator with standard boundary conditions at the vertices.

The second paper generalises this result by showing that thecondition of rational
independence of lengths of the edges can be weakened.

In the third paper the possibility to parameterise vertex boundary conditions via
the scattering matrix is investigated. The trace formula isgeneralised to include even
arbitrary vertex boundary conditions leading to energy independent vertex scattering
matrices, so-called non-resonant boundary conditions.

In the last paper, we turn to the problem of recovering boundary conditions and
solve it for the special case of the star graph.
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Introduction

1. Historical background

Although the spectral problems for quantum graphs have onlyrecently become a ra-
pidly developing field of mathematics and mathematical physics, the first problems of
this kind have already been studied in the fifties by K. Ruedenberg and others [66].
In 1988, B. S. Pavlov and N. I. Gerasimenko gave the first mathematically rigorous
definition for a Schr̈odinger operator on a metric graph [31]. They considered the
Schr̈odinger equation with real potentialsqi(x) (where indexi goes over all edges)
and with standard boundary conditions at the vertices, bothfor compact graphs and for
graphs with several semi-infinite branches. They have proven that the spectrum of the
Schr̈odinger operator is discrete, provided that the potential is real, bounded from be-
low and integrable, that the boundary conditions at the vertices are standard and that the
graph is compact. At the same time, P. Exner and P.Šeba analysed numerous examples
of quantum graphs [22; 23]. Besides the pure one dimensionalcase, they also stud-
ied more complicated structures: graphs with higher dimensional inclusions, such as a
wire attached to a plane or graph superlattices [21]. Since then P. Exner has contributed
to virtually all directions of research involving quantum graphs.

The above research was based on theory developed for the caseof a finite interval,
which can be seen as the simplest example of a geometric graph. The inverse spectral
problem for the Schr̈odinger operator on a finite interval has been studied extensively
in the middle of the last century. This problem consists of recovering the potential in
the Schr̈odinger operator from its spectrum. One of the first mathematicians to study
this problem was V. A. Ambarzumian, who proved in 1929 that inone exceptional case
the spectrum of the Schrödinger operatordoesdetermine the potential uniquely [2].
In general, one needs two spectra in order to determine the potential, a fact shown by
G. Borg [11]. Later on, I. M. Gelfand and B. M. Levitan [29] gave an explicit method
for calculating the potentialq(x), known today as the Gelfand-Levitan equation. Stud-
ies of the inverse spectral problem were being developed in close connection with the
investigations of the inverse scattering problem on the infinite interval. The latter prob-
lem has been considered by G. Borg and V. A. Marchenko [12; 53]. These results have
to be taken into account while investigating the inverse problems for metric graphs.

In the nineties and at the beginning of this century the spectral theory of quantum
graphs experienced renaissance due to many potential applications in modern technol-
ogy. Therefore, properties of arbitrary quantum graphs anddifferent inverse problems
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INTRODUCTION

have been investigated by numerous authors. These studies include not only conven-
tional ”locally” one-dimensional graphs but graphs with inclusions in the form of bil-
liards and manifolds.

V. Kostrykin and R. Schrader have given the most general mathematically rigorous
definition for a Schr̈odinger operator on a metric graph [40]. Their paper plays an
important role in the theory of quantum graphs since then. Inparticular, they have
described the most general vertex boundary conditions. Thequestion of how to param-
eterise the boundary conditions has also been discussed by M. Harmer and P. Kuchment
[37; 44; 45]. A detailed analysis of this topic is presented in section 3.4. of this thesis.
In particular, we present a slightly novel parameterisation of the boundary conditions
via the vertex scattering matrix, which has an advantage of being unique and having a
straightforward relation with the connectivity of the graph (see section 4.2.). Recently,
there have appeared two volumes entirely devoted to quantumgraphs and we refer the
reader to these volumes for most state-of-the-art developments of this theory. They also
contain excellent introductions written by P. Kuchment [45; 46]. In addition we would
like to mention important studies of spectral problems for quantum graphs carried out
in series of papers by Solomyak [55; 56; 68; 69; 70; 71] and interesting examples of
the two-dimensional periodic square graph lattice studiedby K. Pankrashkin, V. Geyler
and J. Br̈uning in [60; 15].

This thesis focuses on inverse problems for quantum graphs.To solve such a prob-
lem, one has to reconstruct:

• the metric graph,

• the real potential on the edges,

• the boundary conditions at the vertices.

At this moment only the inverse problem for quantum trees is close to being fully
solved.

The inverse spectral and scattering problems for trees havebeen studied intensively
in recent years, among others, by S. Avdonin, M. Belishev, M.Brown, R. Carlson,
G. Freiling, P. Kurasov, A. Vakulenko, R. Weikard and V. Yurko [3; 6; 7; 13; 14; 17;
26; 27; 74]. It has been shown that the knowledge of the Dirichlet-to-Neumann map,
or Titchmarsh-Weyl matrix function, allows one to calculate the potential for standard
boundary conditions at the vertices. The case of more general boundary conditions has
been discussed in [27], but the whole family of boundary conditions has not been in-
vestigated yet. In general, the methods used in inverse spectral problems for quantum
graphs resemble very much the methods developed for ordinary differential operators.
In particular, we discuss the problem of recovering boundary conditions for the special
case of the star graph in paper IV. We believe that combination of the methods devel-
oped there, together with the boundary control method applied to quantum graphs in
[3], will lead to a complete solution of the inverse problem for quantum trees. This is
the main topic of section 7.

The spectral problems for general quantum graphs (i. e. withcycles) are much more
sophisticated than those for trees. Therefore, in the literature one can find many more
papers dealing with trees than with arbitrary graphs. The main reason is that the Cauchy
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1. HISTORICAL BACKGROUND

problem, on a graph with cycles and for arbitrary Cauchy data, may possess infinitely
many solutions or even cannot be solved at all. This is the main reason why differential
equations on graphs have properties of both ordinary and partial differential equations.
The corresponding inverse scattering problems were discussed in [52] by P. Kurasov
and F. Stenberg. They have shown that, in general, the scattering matrix does not de-
termine neither the topology of the graph, the potentials onthe edges, nor the bound-
ary conditions. Methods used in this work have been generalised by J. Boman and
P. Kurasov in [10], where it is proven that operators on graphs with internal symmetries
cannot be recovered from the scattering matrices. On the other hand, P. Kurasov has
shown that the Euler characteristics of the graph can be calculated from the scattering
matrix and discrete spectrum of Schrödinger operator with essentially bounded com-
pactly supported potential [48; 49]. The method used in these latest papers is based
on the trace formula first presented (without proof) by J.-P.Roth in [64]. The trace
formula used was first given by T. Kottos and U. Smilansky [43], but without paying
attention to the fact that the secular equation describing the spectrum in general does
not determine the correct multiplicity of the eigenvalue zero.

B. Gutkin and U. Smilansky [36] have applied the trace formula to the inverse spec-
tral problem for graphs with rationally independent lengths of the edges. Mathemati-
cally rigorous proof of the trace formula for the case of standard boundary conditions
is given in paper I. In the same paper, we also present the rigorous algorithm of recon-
structing the metric graph with rationally independent lengths of the edges from the
spectrum of the Laplace operator. In paper II it is shown thatthe condition of rational
independence can be weakened. Moreover, in paper III, the trace formula has been
derived even for arbitrary vertex boundary conditions leading to energy independent
vertex scattering matrices, so-called non-resonant boundary conditions (see section 5.)

The trace formula can be used to prove that the Euler characteristic of the underly-
ing graph is determined by the spectrum of the Laplace operator [48; 49]. An explicit
formula for the Euler characteristics has been derived for standard boundary conditions
in the case of Schrödinger operator in [49]. The spectral properties of the Laplace op-
erator for discrete graphs and the topological invariants have been also investigated by
S. Novikov and Y. Colin de Verdière [19; 57].

Applications of quantum graphs arise in many fields of science, such as chemistry
(free electron theory of conjugated molecules [34; 35; 66]), superconductivity (thin su-
perconducting networks [1; 65]), nanotechnology (quantumwires circuits [22]), optics
(photonic crystals [24; 47; 67]), scattering theory [31], averaging in dynamical sys-
tems [25], spectral theory of differential operators in singular domains [20] and others.
Quantum graphs are also used as testing models for more realistic operators, since solv-
ing ordinary differential equations is in general easier than solving partial differential
ones. Such quantum graphs are used in quantum chaos theory [55] and to model effects
of electron propagation in non-simply-connected media [5]. Another example of prac-
tical application of quantum graphs in nanowires has been presented by M.-E. Pistol in
[62; 63].
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INTRODUCTION

2. Isospectral graphs

In this section we present an example of two isospectral Laplace operators on graphs,
which shows that already the problem to reconstruct the metric graph is not trivial. This
example shows that the inverse spectral problem in general cannot be solved uniquely.
It has served as a motivation for our research. This also explains the reason why only
the Laplace operator is investigated in this thesis.

2.1. “Can one hear the shape of a drum?”

For two-dimensional manifolds, a corresponding inverse spectral problem was formu-
lated in 1966 by M. Kac as ”Can one hear the shape of a drum?” It turns out that
methods developed for certain partial differential operators can be applied successfully
to quantum graphs.

Mark Kac’s question ”Can one hear the shape of a drum?” mathematically means
that, if D1 andD2 are two isospectral domains in the Euclidean plane, mustD1 and
D2 be actually isometric? In his paper M. Kac showed that the eigenvaluesdo deter-
mine certain properties of domainD, for example the area, the circumference and the
number of connected components [39]. Two years earlier, in 1964, Milnor found two
16-dimensional tori that are not congruent but are nevertheless isospectral [54]. Later,
it was proven that there exist non-isometric pairs of Riemannian manifolds that are,
nevertheless, isospectral.
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Figure 1: Two isospectral planar domains

Finally, in 1992, the M. Kac’s question was answered, and this answer was nega-
tive (see [32] and [33]). Gordon, Webb and Wolpert, using themethod developed by
T. Sunada in [72], gave an explicit example of two non-isometric, simply-connected
domains in the Euclidean plane which are both Dirichlet and Neumann isospectral.
The Fig. 1b shows these two isospectral domains. Moreover, the authors of that pa-
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2. ISOSPECTRAL GRAPHS

V1 V1

V2

V2

b

a + 2b 2a + b

2a + 2b

a ab

a + 2b

a b

2a

2a + 3b b
a

Figure 2: Two isospectral but non-isometric graphs. The edge lengths are expressed in
terms of the two arbitrary lengthsa andb.

per pointed out that one can make a simple geometric substitution (inverse mapping
showed in Fig. 1c) to get another two isospectral domains shown in Fig. 1a.

2.2. ”Can one hear the shape of a graph?”

We can follow Kac’s question and ask ”Can one hear the shape ofthe graph?” B. Gutkin
and U. Smilansky in the paper [36] have shown that the answer is negative. Their coun-
terexample was based on the ideas developed by C. Gordon, D. Webb and S. Wolpert
[32] and by S. J. Chapman [18]. A similar problem for networkswas analysed by J. von
Below in [8].

Intuitively, one of the ways to construct isospectral graphs is to take two isospectral
domains shown in Fig. 1a and to choose the subset of V-shape ofeach triangle as sug-
gested on Fig. 1c in order to obtain the domains like those in Fig. 1b. Next, we shrink
the width of the branches of V-shape in such a way that one branch has lengtha and
the other has lengthb. We obtain graphs presented in Fig. 2. From this construction, it
is clear that the two graphs have the same spectrum, providedthe differential operator
and the boundary conditions are chosen properly. It is natural to consider the Laplace
operator with standard boundary conditions (see section 3.3.) at all internal vertices and
at loose endpoints one can choose either Dirichlet or Neumann boundary conditions.

It is possible to calculate the spectra of corresponding Laplace operators explicitly
and to compare them. Preliminary calculations were presented in [36], while com-
plete analysis has been carried out by the author of this thesis in [58] and later by
E. Wernersson in [73]. The cases of standard boundary conditions at all internal ver-
tices and Dirichlet and Neumann conditions at loose endpoints were considered in [58]
and [73], respectively.
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INTRODUCTION

3. Quantum graphs - definition

By quantum graph we mean a geometric graphΓ with symmetric differential expres-
sions on the edges and with boundary conditions at the vertices, which guarantee the
self-adjointness of the operator.

Let N be the total number of edges inΓ. We will identify each edge∆j , j =
1, 2, . . . , N, of the graph with the interval of the real line∆j = [x2j−1, x2j ] ⊂ R.
We will denote the length of each edge bydj = |x2j − x2j−1|. Furthermore, let us
denote byM the number of vertices in the graph, where each vertexVm is a set of
equivalent endpoints from{xk}2N

k=1. The valence (degree) of the vertex, i.e. the number
of endpoints joined atVm, will be denoted byvm.

A geometric graphΓ can be equipped with the natural metricρ(x, y) induced by
the distances on the intervals∆j and thus can be considered as a metric space. Notice
that the graphΓ, as a set, contains not only the vertices but all points on theedges.
Therefore, one can define the Lebesgue measuredx on the graph in a natural way. Any
function f(x) on Γ is defined along each edge rather than only at the vertices as it
would be in a discrete model.

In order to define a self-adjoint differential operator onΓ, let us consider the Hilbert
space of square integrable functions onΓ:

H ≡ L2(Γ) = ⊕N
j=1L

2(∆j) = ⊕N
j=1L

2[x2j−1, x2j ]. (1)

3.1. Differential operators

For quantum graphs, the most commonly used operator is theLaplace operator, which
is equal to the negative second derivative:

L = ⊕N
j=1

(

− d2

dx2

)

. (2)

An example of a more general operator is theSchr̈odinger operatorwith potential
q(x) on the edges

H = ⊕N
j=1

(

− d2

dx2
+ q(x)

)

, q(x) ∈ R,

whereq belongs to the space of integrable functionsL1.
Finally, one can analyse an even more generalmagnetic Schr̈odinger operator, with

real potentialsq(x) andA(x) being sufficiently smooth

HM = ⊕N
j=1

(

(

1

i

d

dxj

− A(x)

)2

+ q(x)

)

.

Higher order differential and even pseudo-differential operators have been used
by various researchers in studies of quantum graphs (see, for example, [45; 23] and
references therein).
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3. QUANTUM GRAPHS - DEFINITION

The problem of reconstructing the potential is very difficult in general case, there-
fore in this thesis, we will limit ourselves to the Laplace operator (2) only. This dif-
ferential expression does not determine a self-adjoint operator uniquely and two dif-
ferential operators inL2(Γ) are naturally associated with expression (2): the minimal
operatorLmin with the domainDom (Lmin) = ⊕N

j=1C
∞
0 (∆j) and the maximal op-

eratorLmax with the domainDom (Lmax) = ⊕N
j=1W

2
2 (∆j), whereW 2

2 denotes the
Sobolev space:

W 2
2 (∆j) = {f ∈ L2(∆j) | f ′, f ′′ ∈ L2(∆j)}.

The operatorLmax is simply the adjoint operator toLmin, Lmax = L∗
min.

3.2. Self-adjoint boundary conditions for the Laplace operator

In this and following sections we are going to discuss how to define boundary condi-
tions at a vertex in such a way that operator on the graph is self-adjoint and boundary
conditions are consistent with the vertex structure. As we will see later, the boundary
conditions also determine how the edges match each other. Thus, we will sometimes
use the namematching conditions, instead of “boundary conditions”. In order to make
our presentation more readable, we will start by studying the star graph, having in mind
to generalise our considerations later for the case of more complicated graphs.

Let us consider a star graphΓstar with v semi-infinite nodes∆j = [0,∞), j =
1, 2, . . . , v, connected at one vertexV with valencev (equal to the number of edges
connected at the vertex). In this case the Hilbert space of square integrable functions is

t
ψ1(x)¢

¢
¢
¢
¢
¢ψ2(x)

A
A

A
A

A
A ψ3(x)

¢
¢

¢
¢

¢
¢

. . .

A
A
A
A
A
A

ψv(x)

V

equal to
H ≡ L2(Γ) = ⊕v

j=1L
2([0,∞)). (3)

The Laplace operator onΓstar is the sum of the second derivative operators on each
interval∆j ,

⊕v
j=1

(

− d2

dx2

)

. (4)

and the domains of the minimal and the maximal operatorLmin andLmax are given
asDom (Lmin) = ⊕v

j=1C
∞
0 ((0,∞)) andDom (Lmax) = ⊕v

j=1W
2
2 ((0,∞)). Every

self-adjoint operatorL associated with the differential expression (4) can be obtained
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INTRODUCTION

by extending the minimal operator or by restricting the maximal one so thatLmin ⊂
L ⊂ Lmax. The domain of every such operator can be described using certain boundary
conditions connecting boundary values of the functions onΓstar at the vertexV .

Such self-adjoint extensions can be described using von Neumann formulae taking
into account thatLmin is symmetric and has deficiency indices(v, v), while parameter-
isation via boundary conditions appears more appropriate due to their local character.

Another parameterisation of extensions ofLmin can be obtained using Lagrangian
planes. Consider the boundary form of the maximal operator:

B[ϕ,ψ] = 〈Lmaxϕ,ψ〉 − 〈ϕ,Lmaxψ〉 =

v
∑

j=1

(∂nϕj(0)ψj(0) − ϕj(0)∂nψj(0)),

where∂nψ denotes the normal derivative of the functionψ at the vertexV. Let us de-
note byψψψ and∂nψψψ the vectors of boundary values forϕ and the values of its normal
derivative at the vertexV, respectively. The boundary form gives a sesquilinear sym-
plectic form in the finite dimensional space of boundary valuesC

2v = {ψψψ, ∂nψψψ}. Then
all Lagrangian planesπ, i. e. all maximal subspaces inC2v annulating the boundary
form such thatϕ,ψ ∈ π impliesB[ϕ,ψ] = 0, describe all self-adjoint extensions of the
minimal operatorLmin to be denoted byLπ, so thatDom(Lπ) = {ϕ ∈ Dom(Lmax) :
(ϕϕϕ(0), ∂nϕϕϕ(0)) ∈ π}.

3.3. Boundary conditions via the vertex scattering matrix

In this section we are going to show that the boundary conditions at any vertex can be
parameterised in a unique way by a certain unitary matrix. Our approach is a slight
modification of that by M. Harmer [37], with the advantage of our parameterisation
being that the parameter matrixS coincides with the value of the vertex scattering
matrix atk = 1 (this explains our notation as well).

Theorem 1. The family of self-adjoint extensions of the minimal operator Lmin can be
uniquely parameterised by an arbitraryv × v unitary matrixS, so that the operator
L(S) is the restriction ofLmax = L∗

min to the set of functions satisfying the boundary
conditions

i(S − I)ψψψ(V ) = (S + I)∂nψψψ(V ). (5)

The proof of this theorem can be found in paper III.
The advantage of parameterisation (5) is that there is one-to-one correspondence

betweenS and self-adjoint extensions ofLmin and the parameter has a clear meaning
being the vertex scattering matrix forE = 1. Let us have a look at two intensively
studied families of boundary conditions.

EXAMPLE 1. Standard boundary conditions. Let in this and the following example
ψn = ψn(0)) for anyn = 1, . . . , v. To get standard boundary conditions

{

ψj = ψk, j, k = 1, . . . , v,
∑v

j=1 ∂nψj = 0,
(6)

8



3. QUANTUM GRAPHS - DEFINITION

the matrixS should be chosen equal to

S =













2−v
v

2
v

. . . 2
v

2
v

2−v
v

2
v

. . .
2
v

2
v

2−v
v













.

Then

S − I =















2(1−v)
v

2
v

2
v

2
v

2(1−v)
v

2
v

. . .
2
v

2
v

2(1−v)
v















, S + I =













2
v

2
v

2
v

2
v

2
v

2
v

. . .
2
v

2
v

2
v













.

The boundary conditions (5) look as follows:



















i((1 − v)ψ1 + ψ2 + . . . + ψv) − (∂nψ1 + . . . + ∂nψv) = 0,
i(ψ1 + (1 − v)ψ2 + . . . + ψv) − (∂nψ1 + . . . + ∂nψv) = 0,
...
i(ψ1 + ψ2 + . . . + (1 − v)ψv) − (∂nψ1 + . . . + ∂nψv) = 0.

Subtracting the first equation from each of the other ones we obtain:



















i((1 − v)ψ1 + ψ2 + . . . + ψv) − (∂nψ1 + . . . + ∂nψv) = 0,
i(vψ1 − vψ2) = 0,
...
i(vψ1 − vψv) = 0.

Finally we getψ1 = ψ2 = . . . = ψv and∂nψ1 + . . . + ∂nψv = 0, which are exactly
the standard boundary conditions.

EXAMPLE 2. Boundary conditions ofδ-type.To get boundary conditions ofδ−type:

{

ψj = ψk, j, k = 1, . . . , v,
∑v

j=1 ∂nψj = αψ1,
(7)

the scattering matrix forE = 1 should be chosen equal to

S =
1

vi − α











α − (v − 2)i 2i . . . 2i
2i α − (v − 2)i . . . 2i

.. .
2i 2i . . . α − (v − 2)i











,

9



INTRODUCTION

whereα is the real constant determining the strength of theδ-function at the vertex.
Then

S − I =
2

vi − α











α − (v − 1)i i . . . i
i α − (v − 1)i . . . i

. . .
i i . . . α − (v − 1)i











and

S + I =
2i

vi − α











1 1 . . . 1
1 1 . . . 1

. . .
1 1 . . . 1











.

Therefore, the boundary conditions (5) look as follows:


















(α − (v − 1)i)ψ1 + iψ2 + . . . + iψv − (∂nψ1 + . . . + ∂nψv) = 0,
iψ1 + (α − (v − 1)i)ψ2 + . . . + iψv − (∂nψ1 + . . . + ∂nψv) = 0,
...
iψ1 + iψ2 + . . . + (α − (v − 1)i)ψv − (∂nψ1 + . . . + ∂nψv) = 0.

Similarly as in the previous example, we subtract the first equation from every other
one



















(α − (v − 1)i)ψ1 + iψ2 + . . . + iψv − (∂nψ1 + . . . + ∂nψv) = 0,
(α − vi)ψ1 + (vi − α)ψ2 = 0,
...
(α − vi)ψ1 + (vi − α)ψv = 0.

Thusψ1 = ψ2 = . . . = ψv, i. e. the functionsψ are continuous at the vertexV and
from the first equation we obtain

(α − (v − 1)i)ψ1 + (v − 1)iψ1) − (∂nψ1 + . . . + ∂nψv) = 0

and hence
αψ1 = ∂nψ1 + . . . + ∂nψv.

Having considered these examples, let us establish the connection between the ma-
trix S appearing in the boundary conditions and the vertex scattering matrix Sv(k).
SinceS is a unitary matrix then it possesses the following spectralrepresentation:

Sψ =

v
∑

j=1

eiθj 〈ψ, φj〉φj , (8)

whereeiθj is the eigenvalue andφj (θj ∈ R, 〈φi, φj〉 = δij , j = 1, . . . , v) is the
corresponding eigenfunction.

10



3. QUANTUM GRAPHS - DEFINITION

In what follows the subspaces related to the eigenvalues1 and−1

N±1 = ker (S − (±I)), (9)

are going to play a very important role.
To introduce the vertex scattering matrix let us first consider the solutions to the

differential equation

− d2

dx2
ψ(x) = k2ψ(x), x ∈ ∆j , (10)

which satisfy the boundary conditions (5) at the vertex. Solution to the differential
equation can be written in the basis of incoming and outgoingwaves as shown below

ψj(x) = bje
−ikx + aje

ikx, x ∈ ∆j . (11)

The amplitudesa andb have to be chosen so that the function in (11) satisfies the
boundary conditions at the vertex. The relation between thevectors of waves’ ampli-
tudesaaa andbbb is given by the vertex scattering matrixSv(k) asaaa = Sv(k)bbb. The values
of the functions and of its normal derivatives at the vertex are:

ψψψ(V ) = bbb + aaa = bbb + Sv(k)bbb

and
∂nψψψ(V ) = −ikbbb + ikaaa = −ikbbb + ikSv(k)bbb.

After substitution into equation (5) we obtain

i(S − I)(I + Sv(k)) = ik(S + I)(−I + Sv(k))

and then

Sv(k) =
k(S + I) + (S − I)

k(S + I) − (S − I)
, k 6= 0. (12)

ThusSv(k) is a unitary vertex scattering matrix andS equalsSv(1). In paper III we
have shown that all boundary conditions at a vertex leading to self-adjoint extensions
of Lmin can be described by the matrixS. We would like to point out that in 2000
V. Kostrykin and R. Schrader ([41], Theorem 1) showed that the knowledge ofSv(k0)
for some fixed energy parameterk0 allows one to calculateSv(k) for any arbitraryk,
and therefore determines the boundary conditions at the vertex.

3.4. Parameterisations of boundary conditions

Kostrykin-Schrader’s parameterisation

In 1999, V. Kostrykin and R. Schrader [40] gave a full description of self-adjoint bound-
ary conditions. LetA andB bev × v matrices. Then all boundary conditions at the
vertexV can be described in the following way:

Aψψψ(V ) + B∂nψψψ(V ) = 0, (13)

whereψψψ is the v-dimensional vector of functions and∂nψψψ - of normal derivatives
defined on edges meeting at the vertexV.

11
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Proposition 2 (Kostrykin, Schrader). All self-adjoint extensions of the minimal op-
erator Lmin are described by the boundary conditions(13) whereA andB are v × v
matrices with the following properties:

1. thev × 2v matrix (A,B) has maximal rankv,

2. the matrixAB∗ is Hermitian.

Notice that parameterisation of boundary conditions in equation (13) with matrices
A andB is not unique . One can take any arbitrary invertible matrixD and use matrices
A′ = DA andB′ = DB instead ofA andB. These matrices determine the same
Lagrangian plane of boundary values.

The relation between the scattering matrixSv(k) and the matricesA andB (see
[41]) can be written as

Sv(k) = −(A + ikB)−1(A − ikB) (14)

and, in particular,
S = Sv(1) = −(A + iB)−1(A − iB). (15)

Harmer’s parameterisation

Another way to parameterise boundary conditions in a uniqueway and using only one
unitary matrixU was proposed by M. Harmer in 2000 [37]

−i(U + I)ψψψ(V ) + (U − I)∂nψψψ(V ) = 0. (16)

In this parameterisation the unitary matrix again does not coincide with the unitary
matrix appearing in von Neumann formulae. One may obtain this parameterisation
from (5) simply by puttingS = −U. The only advantage of the parameterisation via
the matrixS is that it has a clear meaning, since it is the vertex scattering matrix for
k = 1.

Kuchment’s parameterisation

In 2004 P. Kuchment noticed that boundary condition (13) canbe rewritten equivalently
as two conditions which use orthogonal projection onker B. This makes Kostrykin-
Schrader’s parameterisation unique.

Proposition 3 (following Corollary 5 in [45]). Let(A,B) has maximal rank andAB∗

be Hermitian matrix. Then the boundary condition(13) is equivalent to the pair of
conditionsPM⊥ψψψ = 0 andLPMψψψ+PM∂nψψψ = 0, wherePM is orthogonal projection
onto spaceM = (Ker B)⊥, PM⊥ is the complementary projector, andL is the self-
adjoint operatorB−1A.

The operatori Ŝ−I

Ŝ+I
, whereŜ = PN⊥

−1
SPN⊥

−1
, is hermitian inN⊥

−1. Therefore, it
can be shown that we obtain P. Kuchment’s parameterisation by taking

M = N⊥
−1 and L = i

PN⊥
−1

SPN⊥
−1

− I

PN⊥
−1

SPN⊥
−1

+ I
.

12



4. BOUNDARY CONDITIONS AND VERTEX SCATTERING PROPERTIES

4. Boundary conditions and vertex scattering proper-
ties

In this section we shall describe how boundary conditions reflect the scattering prop-
erties of the vertex. We will start by looking at high energy asymptotics, showing that
it is equal to some energy independent scattering matrix. Afterwards, we will discuss
how does the vertex scattering matrix reflect connectivity of the vertex. Finally, we
introduce and investigate in detail a new class of boundary conditions which we call
hyperplanar matching conditions.

4.1. High energy asymptotics

In order to study the spectral asymptotics it is necessary toinvestigate the high energy
behaviour of the vertex scattering matrix.

Let us remind that the unitary matrixS possesses the spectral representation (8) and
that the vertex scattering matrixSv(k) is given by (12). We then obtain the following
representation for the matrixSv(k):

Sv(k)ψ =
∑

j:θj=π

(−1)〈ψ, φj〉φj +
∑

j:θj=0

1〈ψ, φj〉φj

+
∑

j:θj 6=π,0

k(eiθj + 1) + (eiθj − 1)

k(eiθj + 1) − (eiθj − 1)
〈ψ, φj〉φj .

(17)

SinceS is unitaryN1 andN−1 are orthogonal to each other; ifS has no other eigen-
values, thenN1 ⊕N−1 = C

v. Formula (17) implies that the eigenvalues±1 are stable,
whereas all other eigenvalues depend onk. The properties of this representation for
Sv(k) give us immediately the following two theorems.

Theorem 4. The scattering matrixSv(k) is energy independent if and only if the pa-
rameter matrixS has just eigenvalues1 and−1, i.e. iff boundary conditions(5) take
the form

PN1
∂nψψψ(V ) = 0, PN−1

ψψψ(V ) = 0, (18)

whereN1 ⊕ N−1 = C
v.

Boundary conditions leading to energy independent vertex scattering matrices are
going to play an important role in our studies, therefore we would like to introduce the
following definition

Definition 5. Vertex boundary conditions are callednon-resonantiff the correspond-
ing vertex scattering matrix is energy independent.

The main motivation for this definition is that all other boundary conditions lead to
vertex scattering matrices having singularities.

From spectral representation (8) we immediately obtain

13
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Theorem 6. Ask → ∞, the vertex scattering matrix tends to the energy independent
vertex scattering matrix

S∞
v =

∑

j:θj=π

(−1)〈·, φj〉φj +
∑

j:θj 6=π

〈·, φj〉φj ≡ −PN−1
+ PN⊥

−1
, (19)

whereN−1 is the eigensubspace forS (and hence for allS(k)). In addition, the fol-
lowing holds

Sv(k) = S∞
v + O(1/k), ask → ∞.

The above theorem is a modification of the result already given by M. Harmer in
[37] and it implies, that for high energies, every vertex scattering matrix tends to a
certain scattering matrix corresponding to non-resonant boundary conditions.

4.2. Vertex scattering matrix and connectivity

In this section we will discuss what additional conditions (beyond unitarity) are needed
for the matrixSv to connect all endpoints meeting at the vertexV. The only require-
ment we introduced so far is that the boundary conditions (5)connect together only
boundary values corresponding to the vertexV. This alone is insufficient since it might
happen that the endpoints can be divided into two classesV = V1 ∪ V2 in such a way
that the boundary conditions connect together the boundaryvalues atV1 andV2 sep-
arately. Unfortunately, in a case like this, boundary conditions do not correspond to
the vertexV but rather to two (independent) verticesV1 andV2 (see Fig. 3). In other

Figure 3: Boundary conditions and connectivity

words, if the vertexV can be chopped into two vertices in such a way that the boundary
conditions are preserved, then those conditions are not properly connecting and should
be excluded from our consideration if no special reason exists to do otherwise. This
problem has been discussed in details in [52], [42], but we describe it using the param-
eterisation via the matrixS. Due to uniqueness of this parameterisation the discussion
becomes much more transparent.

For energy dependent vertex scattering matrices, we are facing another interesting
effect. It might happen that the corresponding boundary conditions are properly con-
necting, but the boundary conditions corresponding to the limit scattering matrixS∞

v

are not. However, it is the limit scattering matrix that is important in calculating spec-
tral asymptotics. Therefore, we also need to define asymptotically properly connecting
boundary conditions, but let us consider one example first.

14



4. BOUNDARY CONDITIONS AND VERTEX SCATTERING PROPERTIES

EXAMPLE 3. Let the graphΓ be a loop formed by just one edge∆1 = [−π, π] with
the endpoints−π andπ connected at the vertexV1. Consider the boundary conditions

{

ψ(−π) = −∂nψ(+π),
ψ(π) = −∂nψ(−π),

which are clearly properly connecting and correspond toS =

(

0 i
i 0

)

. The vertex

scattering matrix can be calculated using (12) to be

S1
v(k) =







k2 − 1

k2 + 1

2ik

k2 + 1
2ik

k2 + 1

k2 − 1

k2 + 1






.

Clearly, it tends to the unit matrix ask → ∞. The boundary conditions correspond-
ing to unit scattering matrix are simply Neumann boundary conditions∂nψ(−π) =
∂nψ(π) = 0, which do not connect the values at±π together.

Let us summarise our discussion by giving the following definition.

Definition 7. Vertex boundary conditions are calledproperly connecting iff the ver-
tex cannot be divided into two (or more) vertices in such a waythat the boundary
conditions connect together only boundary values belonging to each of the new ver-
tices. Vertex boundary conditions are calledasymptotically properly connecting iff
the limit scattering matrixS∞

v corresponds to certain properly connecting boundary
conditions.

Characterisation of all properly connecting boundary conditions via the matrixS is
rather straightforward, which again can be attributed to the uniqueness of our parame-
terisation of boundary conditions.

Theorem 8. Boundary conditions(5) are properly connecting if and only if the unitary
matrix S cannot be turned into block-diagonal form by any permutation of the basis
vectors.

We are now going to study the relation between the properly connecting boundary
conditions and the spaceN−1 in more details. In order to do this, we need to introduce
the notion ofcoordinate subspace— any subspace inCn spanned by a certain number
of basic vectors from the standard basis inC

n, but does not coincide withCn. This is
a straightforward generalisation of the notion of coordinate planes inR3. We say that
a subspaceN is perpendicularto a coordinate subspaceK iff PKN ⊂ N ∩ K and
PNK ⊂ N ∩ K, whereP denotes the orthogonal projection.

Theorem 9. The non-resonant boundary conditions corresponding to thematrixS are
properly connecting iffN−1 is not perpendicular to any coordinate subspace.

This theorem can be generalised to describe all asymptotically properly connecting
boundary conditions using the fact that the subspaceN−1 is stable forSv(k).
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Theorem 10. The boundary conditions are asymptotically properly connecting iffN−1

is not perpendicular to any coordinate subspace.

The energy independent scattering matrixS is not properly connecting for example
in the following two cases:

1. N1 = {0}, N−1 = C
v, which corresponds to the Dirichlet boundary conditions

at the endpoints forming the vertex;

2. N1 = C
v, N−1 = {0}, which corresponds to the Neumann boundary conditions

at the endpoints forming the vertex.

Clearly, these boundary conditions are not properly connecting and they correspond to
the case where the vertexV is maximally decomposed intov separate edges.

4.3. Hyperplanar matching conditions

Letψψψ(V ) = (ψ(x1), ψ(x3), . . . , ψ(x2v−1)) and let us define the following two impor-
tant families of properly connecting non-resonant boundary conditions:

1. Hyperplanar Neumann conditions— defined by a certain vectorwww ∈ C
v with

all components different from zero
{

ψψψ(V ) ‖ www,
∂nψψψ(V ) ⊥ www.

(20)

2. Hyperplanar Dirichlet conditions — defined by a certain vectoruuu ∈ C
v with

all components different from zero
{

ψψψ(V ) ⊥ uuu,
∂nψψψ(V ) ‖ uuu.

(21)

These boundary conditions correspond to the case where one of the subspacesN1 and
N−1 is one dimensional. For hyperplanar Dirichlet conditionsN−1 is spanned byuuu
and, since all components ofuuu are different from zero,N−1 is not perpendicular to
any coordinate subspace. For Neumann conditions it isN1 that is spanned bywww and,
again,N1, and thereforeN−1 as well, is not perpendicular to any coordinate subspace.
It follows that both hyperplanar Neumann and Dirichlet conditions are non-resonant
properly connecting boundary conditions. In the case of vertex formed by one end-
point, hyperplanar Neumann and Dirichlet conditions reduce to classical Neumann and
Dirichlet conditions respectively, which is the motivation their names. The word ”hy-
perplanar” reflects the fact that one of the corresponding subspaces (N1 or N−1) has
codimension1. Note that if the vectorwww is chosen equal to(1, 1, ..., 1), then hyper-
planar Neumann conditions coincide with the standard boundary conditions (which are
sometimes called Neumann conditions in the literature).

For hyperplanar Neumann matching conditions (in particular, for standard bound-
ary conditions) for the vertex of valence2, it may happen that the reflection coefficient
is equal to zero. It is easy to show that the other reflection coefficient is zero as well

16



5. TRACE FORMULA FOR NON-RESONANT BOUNDARY CONDITIONS

and the transition coefficients areeiµ ande−iµ with a certainµ ∈ R. In such a case,
one may apply the transformation (6) from paper IV, and as a result obtain a unitary
equivalent Laplace operator with standard boundary conditions. Then the correspond-
ing two edges can be substituted by one single edge with the length equal to the sum of
the lengths of the removed edges. This procedure is calledcleaning[52] and the graph
without vertices of valence2 is calledclean graph.

5. Trace formula for non-resonant boundary conditions

This section is based on papers I and III.
Unlike in previous sections, from now on we consider an arbitrary graphΓ, con-

sisting ofN edges,M vertices andC connected components, as defined in section 3.
We also assume that the graphΓ is clean, finite and simple, except in the case of stan-
dard boundary conditions, where we allow loops and multipleedges. A graph is called
simpleif it contains no loops and no multiple edges.

The theorems for a star graph can be easily generalised for any arbitrary graphΓ in
the following way:

Theorem 11. The family of self-adjoint restrictions ofLmax can be described by
boundary conditions connecting the boundary valuesψψψ = (ψψψ(V1), . . . ,ψψψ(VM )) and
∂nψψψ = (∂nψψψ(V1), . . . , ∂nψψψ(VM ))

i(S − I)ψψψ = (S + I)∂nψψψ. (22)

These boundary conditions are properly connecting iff theyhave the form

i(Sm − I)ψψψ(Vm) = (Sm + I)∂nψψψ(Vm), (23)

whereSm is a unitaryvm×vm matrix withN−1(S
m) not orthogonal to any coordinate

subspace inCvm .
The non-resonant boundary conditions are given by:

PNm
1

∂nψψψ(Vm) = 0, PNm
−1

ψψψ(Vm) = 0, (24)

whereNm
1 ⊕ Nm

−1 = C
vm .

Assume that the boundary conditions at the vertices are non-resonant. Every eigen-
functionψ(x, k), corresponding to the energyλ = k2, is a solution of the differential
equation

− d2

dx2
ψ(x, k) = k2ψ(x, k), (25)

on the edges, satisfying the boundary conditions (24) at thevertices. Fork 6= 0 every
solution to (25) can be written using either a basis of incoming or one of outgoing
waves (see Fig. 5.)

ψ(x, k) = a2j−1e
ik|x−x2j−1| + a2je

ik|x−x2j | x ∈ ∆j = [x2j−1, x2j ].
= b2j−1e

−ik|x−x2j−1| + b2je
−ik|x−x2j |

(26)
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The amplitudesaaa = {aj}2N
j=1 andbbb = {bj}2N

j=1 are related to each other by the edge
scattering matrix

bbb = Seaaa, whereSe(k) =







S1
e 0 . . .
0 S2

e . . .
...

...
. . .






, Sj

e(k) =

(

0 eikdj

eikdj 0

)

, (27)

wheredj is the length of the edge∆j . The amplitudes are also connected by the vertex
scattering matrices, which are obtained from the requirement thatψ(x, k) satisfies (22).

- ¾
a2j−1e

ik|x−x2j−1| a2je
ik|x−x2j |

x2j−1 x2j∆j

Figure 4: Incoming waves at the edge∆j

It is convenient to use the following representation for thesolution to (25), using
only amplitudes related to every endpointxi from Vm

ψ(x, k) = aje
ik|x−xj | + bje

−ik|x−xj |

and corresponding vectorsaaam, bbbm ∈ C
vm of amplitudes. Then for allk 6= 0 the

boundary conditions (24) are equivalent to
{

PNm
−1

(aaam + bbbm) = 0,

PNm
1

(aaam − bbbm) = 0.
(28)

It follows thataaam andbbbm are related by the corresponding vertex scattering matrixSm
v

as follows
aaam = Sm

v bbbm, m = 1, 2, ...,M. (29)

The last equation implies that










aaa1

aaa2

...
aaaM











= Sv











bbb1

bbb2

...
bbbM











, with Sv =







S1
v 0 . . .
0 S2

v . . .
...

...
. ..






. (30)

Note that the matricesSe andSv possess the block representations (27) and (30) in
different bases. Clearly, vectoraaa determines an eigenfunction of the Laplace operator
if and only if the following equation holds:

det (S(k) − I) = 0, whereS(k) = SvSe(k). (31)
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5. TRACE FORMULA FOR NON-RESONANT BOUNDARY CONDITIONS

The matrixS(k) is unitary for realk since it is a product of two unitary matrices. It is
easy to see that

‖ S(k) ‖< 1 for Imk > 0, and ‖ S
−1(k) ‖< 1 for Imk < 0, (32)

since the (independent ofk) matrixSv is unitary and the matrixSe(k) satisfies (32).
Equation (31) determines the spectrum ofL with correct multiplicities for all non-

zero values of the energy. On the other hand, the multiplicity ma(0) of the zero eigen-
value given by this equation (i. e. the dimension ofker (S(k) − I)), to be calledal-
gebraic multiplicity, may be different from the dimensionms(0) of the zero eigensub-
space ofL, to be calledspectral multiplicity.

In paper III we have calculated explicitly the spectral and algebraic multiplicities
of zero eigenvalue in case of hyperplanar Neumann and Dirichlet matching conditions.

For a graphΓ with cycles and with hyperplanar boundary conditions at thevertices
it looks natural to impose an extra consistency condition. Consider a closed pathp
of discrete lengthn(p). Every such path can uniquely be defined by a sequence of
endpoints(xl1 , xl2 , . . . , xl2n(p)

) that the path comes across, wherexl2k
andxl2k+1

(as
well asxl2n(p)

andxl1) belong to the same vertex whilexl2k−1
andxl2k

are different
endpoints of the same edge.

Definition 12. We say that the hyperplanar Neumann boundary conditions areconsis-
tent iff for every closed pathp = (xl1 , xl2 , . . . , xl2n(p)

) the following holds

n(p)
∏

k=1

w(xl2k
) =

n(p)−1
∏

k=0

w(xl2k+1
). (33)

Similarly, the hyperplanar Dirichlet boundary conditionsare consistent iff

n(p)
∏

k=1

w(xl2k
) = (−1)n(p)

n(p)−1
∏

k=0

w(xl2k+1
). (34)

These consistency conditions play an important role in calculating the multiplicities
ms(0) andma(0).

Theorem 13. The spectral and algebraic multiplicities of the ground state eigenvalue
λ = 0 for the Laplace operator with consistent hyperplanar Neumann and Dirichlet
boundary conditions are equal to:

mN
s (0) = C, mN

a (0) = mD
a (0) = 2C − χ,

mD
s (0) = C − χ,

(35)

whereC is the number of connected components andχ = M − N is the Euler char-
acteristic.

We now introduce the distributionu connected with the spectral measure

u ≡ 2ms(0)δ(k) +

∞
∑

n=1

(δ(k − kn) + δ(k + kn)) .
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For any test functionϕ ∈ C∞
0 (R), the value of the distributionu[ϕ] can be calculated,

with the help of the functionf = det(S(k) − I) as follows

u[ϕ] = lim
ε→0

1

2πi

∫ ∞

−∞

(

f ′(k − iε)

f(k − iε)
− f ′(k + iε)

f(k + iε)

)

ϕ(k)dk + (2ms(0) − ma(0))ϕ(0).

(36)
Moreover we have the following relation

u[ϕ] − (2ms(0) − ma(0))ϕ(0) =

=
1

2πi

∫ ∞

−∞
{(ln det(S(k − i0) − I))′ − (ln det(S(k + i0) − I))′}ϕ(k)dk

=
1

2πi

∫ ∞

−∞
{(Tr ln(S(k − i0) − I))′ − (Tr ln(S(k + i0) − I))′}ϕ(k)dk

=
1

2πi

∫ ∞

−∞
{Tr(ln(S(k − i0) − I))′ − Tr(ln(S(k + i0) − I))′}ϕ(k)dk

=
1

2πi

∫ ∞

−∞

{

Tr
S
′(k − i0)

S(k − i0) − I
− Tr

S
′(k + i0)

S(k + i0) − I

}

ϕ(k)dk.

Taking into account that the matrixSv is independent of the energy we obtain

S(k)′ = SvSe(k)iD = iS(k)D,

whereD = diag[d1, d1, d2, d2, d3, d3, . . .] in the basis associated with the edges. This
allows us to substituteiS(k)D into the previous formula, leading to

u[ϕ] − (2ms(0) − ma(0))ϕ(0)

=
1

2πi
lim
ε→0

∫ ∞

−∞
[Tr((I+S(k + iε)+. . .)S(k + iε)iD)

+Tr((S−1(k − iε) + S
−2(k − iε) + . . .)S(k − iε)iD)]ϕ(k)dk. (37)

In the formula above we can exchange thelimε→0 and the integral sign, since the
sum under the integral is absolutely converging (see Paper Ifor details). Thus we obtain
the following formula

u[ϕ]=
1

2πi

∫ ∞

−∞
Tr((. . .+S

−1(k)+I+S(k)+. . .)iD)ϕ(k)dk+(2ms(0)−ma(0))ϕ(0),

i. e.

u =
1

2πi
Tr

[

(. . . + S
−1(k) + I + S(k) + . . .)iD

]

+ (2ms(0) − ma(0))δ(k). (38)

To calculate the trace, let us introduce the orthonormal basis of incoming waves to
bee1 = (1, 0, 0, . . .), e2 = (0, 1, 0, . . .),. . . , e2N = (. . . , 0, 0, 1). By a periodic orbit
we understand any oriented closed path onΓ. It is not allowed for an orbit to turn back
at any inner point of an edge, but it may turn back at a vertex. Note that the orbit so
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5. TRACE FORMULA FOR NON-RESONANT BOUNDARY CONDITIONS

defined does not have a starting point. With every such (continuous) periodic orbit, we
can associate adiscrete periodic orbit, consisting of all edges that the orbitp comes
across.

Also let:

• P be the set of all periodic orbits for the graphΓ,

• l(p) be the geometric length of a periodic orbitp,

• n(p) be the discrete length ofp — the number of edges that the orbit contains,

• Pn
m be the set of all periodic orbits passing through the pointxm into the interval

∆[ m+1
2 ] (where[ · ] denotes the integer part) and having discrete lengthn,

• prim(p) denote a primitive periodic orbit ofp, i. e. the shortest orbit such thatp
is a multiple ofprim(p),

• d(p) = n(p)/n(prim(p)) be the degree ofp.

The geometric length of an orbit is equal to the sum of lengthsof the edges con-
tained in the orbit (including multiplicities). When the orbit goes from one edge to
another, passing through a vertex, we need to take into account the corresponding scat-
tering coefficients.

The right-hand side of (38) can be divided into three parts: identity, all positive
powers ofS(k) and all negative powers ofS(k). The contribution from the first part is
equal to

1

2π
Tr(ID) =

2L
2π

=
L
π

,

whereL = d1 + d2 + . . . + dN is the total length of the graphΓ.
The second part (all positive powers ofS(k)) is equal to

1

2π
Tr[(S(k)1 + S(k)2 + . . .)D] =

1

2π

∞
∑

r=1

2N
∑

n=1

< S
rDen, en >

=
1

2π

∞
∑

r=1

2N
∑

n=1

d[ n+1
2 ]

∑

p∈Pr
n

S(p) eikl(p)

=
1

2π

∑

p∈P
l(prim(p))S(p) eikl(p),

whereS(p) is the product of all vertex scattering coefficients along the pathp. And the
third part (all negative powers ofS(k)) is equal to

1

2π
Tr[(. . . + S

−2(k) + S
−1(k))D] =

1

2π

∑

p∈P
l(prim(p))S∗(p) e−ikl(p).
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Theorem 14 (Trace formula). Let Γ be a compact finite metric graph with the total
lengthL and letL be the Laplace operator inL2(Γ) determined by properly connect-
ing non-resonant boundary conditions at the vertices. Then, the following two trace
formulae establish the relation between the spectrum{k2

n} of L and the setP of closed
paths on the metric graphΓ

u(k) ≡ 2ms(0)δ(k) +
∑

kn 6=0

(δ(k − kn) + δ(k + kn)) (39)

= (2ms(0) − ma(0))δ(k) +
L
π

+
1

2π

∑

p∈P
l(prim (p))

(

S(p)eikl(p) + S∗(p)e−ikl(p)
)

and √
2πû(l) = 2ms(0) +

∑

kn 6=0

2 cos knl (40)

= 2ms(0)−ma(0)+2Lδ(l)+
∑

p∈P
l(prim (p))

(

S(p)δ(l− l(p))+S∗(p)δ(l+ l(p))
)

.

6. Uniqueness theorems for standard boundary condi-
tions

In this section we will consider the conditions onΓ which guarantee that the spectrum
of L determinesΓ uniquely.

The set of lengths of all periodic orbitsΛ is usually called thelength spectrum.
In some cases, formula (40) allows us to recover the whole length spectrum from the
energy spectrum. On the other hand, there are known graphs for which some lengths
of periodic orbits cannot be recovered. Formula (40) implies directly that the spectrum
of a graph allows one to recover the lengthsl of all periodic orbits from thereduced
length spectrumΛ′ ⊂ Λ defined as

Λ′ = {l :
(

∑

p ∈ P

l(p) = l

Ap

)

6= 0}. (41)

The following example shows that setsΛ andΛ′ can differ.

EXAMPLE 4. In this example we will show a case of a vanishing coefficient Ap.
Consider the graph presented at Fig. 5. There exist exactly three periodic orbits with
the length equal to2d1 + d2 + d3 + d4 + d5.

Assume that the degrees of the verticesV2 andV4 are arbitrary andv1 = v3 = 3.
If l = 2d1 + d2 + d3 + d4 + d5, then

∑

p ∈ P

l(p) = l

Ap =
16

9v2v4

[−2

9
+

−2

9
+

4

9

]

l = 0.
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Figure 5: Periodic orbits of length2d1 + d2 + d3 + d4 + d5

6.1. Graphs with rationally independent edges

In this section we are going to describe the main results fromPaper I, where we have
studied graphs with rationally independent lengths of edges.

As we have just shown, some periodic orbits do not appear in the length spectrum,
but we can prove that at least some specific onesdoappear in it.

Lemma 15. Let Γ be a finite, clean and connected metric graph with rationallyin-
dependent lengths of edges. The reduced length spectrumΛ′ contains at least the
following lengths:

• the shortest orbit formed by any interval∆j only (i. e. dj or 2dj depending on
whether∆j is a loop or not);

• the shortest orbit formed by any two neighbouring edges∆j and∆k only (i. e.
2(dj + dk), dj + 2dk, 2dj + dk, dj + dk depending on how these edges are
connected to each other).

The first step in the reconstruction ofΓ is to recover the set of lengths of the edges
from the total length of the graph and the set of reduced length spectrumΛ′.

Lemma 16. Let the lengths of the edges of a clean, finite and connected metric graph
Γ be rationally independent. Then the total lengthL of the graph and the reduced
length spectrumΛ′ (defined by (41)), determine the lengths of all edges and whether
these edges form loops or not.

Once the lengths of all edges are known the graph can be reconstructed from the
reduced length spectrum. Lemma 15 implies that by looking atthe reduced length
spectrumΛ′, one can determine whether any two edges∆j and∆k are neighbours or
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not (i. e. whether they have at least one common endpoint): the edges∆j and∆k are
neighbours if and only ifΛ′ contains at least one of the lengthsdj +dk, 2dj +dk, dj +
2dk or 2(dj + dk).

Lemma 17. Every clean, finite and connected metric graphΓ can be reconstructed
from the setD = {dj} of the lengths of all edges and the reduced length spectrum
Λ′ — the subset of all periodic orbits defined by (41), provided that dj are rationally
independent.

Any graphΓ can be reduced to a simple subgraphΓ∗ by deleting all loops and
removing all but one of the edges connecting the same two vertices.

We have, in Paper I, proven the following theorem in a constructive way, by first
reconstructing a simple subgraphΓ∗ and then by adding all multiple edges and loops.

Theorem 18. The spectrum of a Laplace operator on a metric graph determines the
graph uniquely, provided that:

• the graph is clean, finite and connected,

• the lengths of edges are rationally independent.

6.2. Graphs with rationally dependent edges

In this section we are going to describe the main results fromPaper II, in which we
analysed graphs with rationally dependent lengths of edges.

Graphs with trivially rationally dependent edges

We say that the lengths of the edges aretrivially rationally dependentif they are equal.
We will now discuss graphs where the set of all lengths of edges is rationally inde-
pendent, but where some edges can have equal lengths. We willcall such entities
graphs with trivially rationally dependent edges. We shall prove that even such graphs
can be uniquely reconstructed from the length spectrum and total length of the graph
— and, therefore, can be uniquely reconstructed from spectrum of Laplace operator
on this graph — provided that the edges with the same length are separated by “suffi-
ciently” many edges with rationally independent lengths. We restrict our considerations
to graphs that are finite, clean, connected and simple (i. e. without loops or multiple
edges).

We shall begin by generalising Lemma 15 to the case of graphs with trivially ratio-
nally dependent edges.

Lemma 19. Let Γ be a finite, clean, connected and simple graph with triviallyratio-
nally dependent edges. Assume that the edges of the same length are not neighbours
to each other. Then the reduced length spectrumΛ′ contains at least the following
lengths:

• 4dj , for all j = 1, . . . , N ;

• 2dj if there exist exactly one edge of lengthdj ;
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• 2(dj + dk) iff the edges having lengthsdj anddk are neighbours;

• 2(di + dj + dk) if ∆i, ∆j and∆k form a path but do not form a cycle.

As before, from the reduced length spectrum, we can obtain the lengths of all the
edges. However, we can also get the exact number of edges withthe same length, that
exist in the graphΓ.

Lemma 20. Assume thatΓ is a finite, clean, connected and simple metric graph with
trivially rationally dependent edges. Let us denote the number of edges of lengthd1 by
β1, number of edges of lengthd2 byβ2, . . . , number of edges of lengthdn byβn (where
βi ≥ 1 for i = 1 . . . n).

Then the total lengthL of the graph and the reduced length spectrumΛ′ determine
the lengths of all edges (dj), as well as the number of edges having these particular
lengths (βj).

Lemma 21. Assume thatΓ is a finite, clean, connected and simple metric graph
with trivially rationally dependent edges. Also assume that any two edges∆,∆′ with
lengthsdi, dj (wherei can be equal toj), for whichβi ≥ 2 andβj ≥ 2 (i. e. they are
both repeating edges), are separated by at least two non-repeating edges (i. e. edges
for whichβ = 1).

Then the graphΓ can be reconstructed from the setD = {dj} of the lengths of all
edges and the reduced length spectrumΛ′.

Now, using these three lemmata, we can prove the following theorem

Theorem 22. The spectrum of a Laplace operator on a metric graph determines the
graph uniquely, provided that:

• the graph is clean, finite, simple and connected,

• the edges are trivially rationally dependent,

• any two repeating edges are separated by at least two non-repeating edges (i. e.
ones having rationally independent lengths).

Graphs with weakly rationally dependent edges

In the last part we shall consider a special class of graphs with rationally dependent
edges and we will prove that for those graphs the unique reconstruction from the spec-
trum of the Laplace operator is still possible. We shall use,as before, the trace formula
and some properties of mutually prime numbers.

Definition 23. Assume that the metric graphΓ is finite, clean, connected and simple.
We say that the lengths of the edges are weakly rationally dependent if the lengths of
edges belong to the set
{

d1,
p12

q12
d1,

p13

q13
d1, . . .

p1r1

q1r1

d1, d2,
p22

q22
d2, . . .

p2r2

q2r2

d2, . . . dn,
pn2

qn2
dn, . . .

pnrn

qnrn

dn

}

,

wherepij/qij > 1 are proper fractions,qi2, qi3, . . . , qiri
are mutually prime for all

i = 1, . . . , n andd1, d2, . . . , dn are rationally independent.
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Observe that ifn = 1 then all edges in the graph are rationally dependent. On
the other hand, if allpij = 0 for j ≥ 2 and all i, then all edges in the graph are
rationally independent. Note that the denominatorsqij are mutually prime but it does
not immediately indicate that they are prime numbers.

Lemma 24. Assume thatΓ is a finite, clean, connected and simple metric graph with
weakly rationally dependent edges. Then the total lengthL of the graph and the re-
duced length spectrumΛ′ determine the lengths of all edges.

Lemma 25. Assume thatΓ is a finite, clean, connected and simple metric graph with
weakly rationally dependent edges. Then the graphΓ can be reconstructed from the
setsD = {dj} and the reduced length spectrumΛ′.

From the two above lemmata we can easily prove the following theorem

Theorem 26. The spectrum of the Laplace operatorL on a metric graphΓ determines
the graph uniquely, provided that the graph is clean, finite,simple and connected, and
the edges are weakly rationally dependent.

7. Reconstruction of the boundary conditions of star
graphs

In paper [3] S. Avdonin and P. Kurasov have considered three data sets: (1) reduced
by one dimension Titchmarsh-Weyl matrix, (2) reduced by onedimension the scatter-
ing matrix and (3) reduced by one dimension response operator for sufficiently large
time parameter. They have shown that any one of those sets allows one to recon-
struct uniquely the connectivity of the tree, the lengths ofedges and the potentialq for
Schr̈odinger operator on a tree withm boundary points (equal to the dimension of the
scattering matrix).

Similar inverse problem is described in this section and hasbeen investigated in
paper IV. We will show that for a star graph with the vertexV of valencev and for
asymptotically properly connectingboundary conditions, the principal(v−1)×(v−1)
block of the scattering matrix known for one particular value of the energy, essentially
determines the boundary conditions (up to one real parameter, which in principle can-
not be recovered). Explicit interpretation of this free parameter is given using unitary
equivalent operators. Later we will also show that knowing,in addition, the diagonal
elements of the principal block for a finite number of energies one may reconstruct the
boundary conditions even in the case of justproperly connectingboundary conditions.

Let us remind that the vertex scattering matrixSv(k) is given, after (12), as

Sv(k) =
(k + 1)S + k − 1

(k − 1)S + k + 1
, k 6= 0. (42)

This formula allows one to establish explicit connection between vertex scattering ma-
trices for different values of the energy parameter

Sv(k) =
(k + k0)Sv(k0) + k − k0

(k − k0)Sv(k0) + k + k0
, k, k0 6= 0. (43)
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7.1. Asymptotically properly connecting matching conditions

In this section we discuss the possibility to reconstruct the matching conditions from
the principal(v − 1) × (v − 1) block (Sv(k))v;v of the vertex scattering matrix. This
part of the matrix is obtained when we send plane waves along the firstv−1 edges and
measure the reflected waves coming along the same edges. Let us discuss first whether
this reconstruction is unique or not. Consider the following unitary transformation in
L2(Γstar)

(Tθf)(x) =

{

f(x), x ∈ ∆j , j = 1, 2, ..., v − 1;
eiθf(x), x ∈ ∆v.

(44)

This transformation does not change the differential operator but do change the match-
ing conditions at the vertex. The corresponding unitary matrix Sθ is changed as follows

Sθ = RθS
0R−θ, (45)

whereRθ is the followingv × v matrix:

Rθ = diag {1, 1, ..., 1, eiθ} =















1 0 . . . 0 0
0 1 . . . 0 0
...

...
. . .

...
...

0 0 . . . 1 0
0 0 . . . 0 eiθ















. (46)

It is clear that this transformation does not change the block (Sv(k))v;v of the matrix
S. The same holds for the vertex scattering matrix, since (42) implies that

Sθ
v(k) = RθS

0
v(k)R−θ, (47)

whereSθ
v(k) is the vertex scattering matrix corresponding to the new conditions.

Theorem 27. Consider the set ofv × v vertex scattering matricesSv determined by
certain asymptotically properly connecting vertex boundary conditions and having the
same principal(v − 1) × (v − 1) block (Sv(k0))v;v with det((Sv(k0))v;v + 1) 6= 0.
This family of matrices can be described by one real phase parameter so that

Sθ
v(k) = RθS

0
v(k)R−θ, (48)

whereRθ is given by (46) andS0
v(k) is a certain particular member of the family.

It follows that in the case of asymptotically properly connecting matching condi-
tions the vertex scattering matrix for all values of the energy can be recovered from its
principal(v − 1) × (v − 1) block given for a certain value of the energy parameterk
up to one real parameter connected with the unitary transformation given by (47) (pro-
videddet((Sv(k0))v;v + I) 6= 0). The corresponding Laplace operators are all unitary
equivalent to each other.

We would like to mention that the result just proven is an extension of Theorem 1
from [41], where it is shown that the knowledge of the (whole)scattering matrix for
a certain energy allows one to reconstruct the boundary conditions at the vertex and
therefore determine the vertex scattering matrix for all other values of the energy.
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7.2. Properly connecting matching conditions

In what follows, we discuss the possibility to recover the matching conditions from the
principal(v−1)×(v−1) block of the scattering matrix given for different energies, but
without assuming that the boundary conditions are asymptotically properly connecting.
It is only assumed that the boundary conditions are just properly connecting. This
restriction is not essential, since in the case of not properly connecting conditions one
may solve the inverse problem for each block separately. Theonly case that has to be
excluded is where the last edge is not connected to the rest ofthe star graph. It is clear
that in this case no information concerning the boundary condition for edge numberv
is contained in the principal(v − 1) × (v − 1) block of the scattering matrix.

In the following theorem we are proving that the knowledge ofthe principal block
(Sv(k))v;v for several energies allows one to reconstruct the boundaryconditions at
the vertex up to the unitary transformation given by (45) and(46).

Theorem 28. Consider the set ofv × v vertex scattering matricesSv determined by
certain properly connecting vertex boundary conditions and having the same principal
(v − 1) × (v − 1) block(Sv(k0))v;v, k0 > 0. Assume in addition that these matrices
have the same diagonal elementssjj(kn), j = 1, 2, ..., v − 1 for certain different
kn > 0, kn 6= k0, n = 1, 2, ..., 2v − 3. Then this family of matrices can be described
by one real phase parameter so that

Sθ
v(k) = RθS

0
v(k)R−θ, (49)

whereRθ is given by (46) andS0
v(k) is a certain particular member of the family.

The family of vertex scattering matrices having the same principal(v−1)×(v−1)
block can be described by two real parameters so that

Sα,β
v (k0) = RαS0

v(k0)Rβ , (50)

whereS0
v(k0) is a certain particular member of the family. Then the scattering matrix

for all values of the energy parameterk can be calculated using (43)

Sα,β
v (k) =

(k + k0)S
α,β
v (k0) + k − k0

(k − k0)S
α,β
v (k0) + k + k0

. (51)

The proof of this theorem is based on the analysis of the diagonal elements of the
matrixSα,β

v (k) and their dependence on the parameterγ = α +β. It appears that if all
those diagonal elements are independent ofγ thenS0

v(k0) has a block diagonal form
and hence the corresponding boundary conditions are not properly connecting.
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[70] Solomyak M 2003 On approximation of functions from Sobolev spaces on metric
graphsJ. Approx. Theory121199–219

[71] Solomyak M 2004 On the spectrum of the Laplacian on regular metric trees.
Special section on quantum graphsWaves Random Media14S155–71

[72] Sunada T 1985 Riemannian coverings and isospectral manifolds Ann. Math.121
248–77

[73] Wernersson ESpectral problems for some finite and infinite quantum graphsMSc
thesis at Lund University, to appear

[74] Yurko V 2005 Inverse spectral problems for Sturm-Liouville operators on graphs
Inverse Problems211075–86





Paper I





Inverse Spectral Problem
for Quantum Graphs∗

Pavel Kurasov1,2 Marlena Nowaczyk1
1Department of Mathematics, Lund Institute of Technology, Box118,210 00 Lund, Sweden
2Dept. of Physics, S:t Petersburg Univ., 198504 S:t Petersburg, Russia

E-mail: kurasov@maths.lth.se and marlena@maths.lth.se

Abstract
The inverse spectral problem for the Laplace operator on a finite metric graph is inves-
tigated. It is shown that this problem has a unique solution for graphs with rationally
independent edges and without vertices having valence2. To prove the result trace formula
connecting the spectrum of the Laplace operator with the set of periodic orbits for the
metric graph is established.

1. Introduction

Differential operators on metric graphs (quantum graphs) is a rather new and rapidly
developing area of modern mathematical physics. Such operators can be used to model
the motion of quantum particles confined to certain low dimensional structures. This
explains recent interest to such problems due to possible applications to quantum com-
puting and design of nanoelectronic devices [1].

Quantum graphs are differential (self-adjoint) operatorson metric graphs deter-
mined on the functions satisfying certain boundary conditions at the vertices. Therefore
these operators combine features of both ordinary and partial differential equations. On
every edge the differential equation to solve is an ordinarydifferential equation which
includes the spectral parameter. On the other hand the Cauchy problem on the whole
graph is not solvable but for special values of the spectral parameter and Cauchy data
only. The main mathematical tool used in this article - the trace formula - supports
this point of view. This formula establishes the connectionbetween the spectrum of
the Laplace operator on a metric graph andthe length spectrum- the set of all periodic
orbits on the graph. This is in complete analogy with the semiclassical approach due
to V. Guillemin and R. Melrose [19; 20] and the relations between the spectrum of a

∗Appeared inJ. Phys. A: Math. Gen38 (2005) 4901–15
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Laplace operator on certain two-dimensional domains and operators on graphs estab-
lished in [6; 7]. J.P. Roth [31] has proven trace formula for quantum graphs using the
heat kernel approach. An independent way to derive trace formula using scattering ap-
proach was suggested by B. Gutkin, T. Kottos and U. Smilansky[21; 24]. We provide
mathematically rigorous proof of this result. The trace formula is applied to reconstruct
the graph from the spectrum of the corresponding Laplace operator. This procedure can
be carried out in the case when the lengths of the edges are rationally independent and
the graph has no vertices having valence2. A rigorous proof of this fact is also provided
in the current paper (Theorem 2). We decided to restrict our consideration to the case
of the so-called Laplace operator on metric graphs - the second derivative operator with
natural or free boundary conditions at the vertices. The results proven in the current
paper are stronger than those proposed in [21]: it is not required that the graph is simple
i.e. graphs with loops and multiple edges are allowed. We believe that our methods can
now be extended to prove similar results for arbitrary quantum graphs with rationally
independent edges.

Explicit examples constructed in [21; 27; 3] show that the inverse spectral and
scattering problems for quantum graphs in general do not have a unique solution (if no
restriction on the lengths of the edges is imposed).

The notion of quantum graphs was introduced in the 80-ies by B. Pavlov and N. Ge-
rasimenko [17; 18; 30]. Many important examples including graphs with higher di-
mensional inclusions were considered by P. Exner and P.Šeba [13; 16] (see also two
conference proceedings volumes [14; 15] collecting articles on this subject). The ex-
tension theory used in the current article is similar to one developed for multi-interval
problems in [8; 9; 10; 11; 12]. One can find recent reference list with historical remarks
in the book [2] and volumes [25; 26] devoted entirely to quantum graphs.

The spectral problem for quantum graphs has been investigated recently by K. Na-
imark, A. Sobolev and M. Solomyak [28; 29; 32; 33; 34; 35]. Theinverse spectral
problem was investigated by B. Gutkin and U. Smilansky [21] and for a special class
of operators in [5]. Borg-Levison theorem for Sturm-Louville operator on trees was
proven in [4]. The direct scattering problem was investigated by V. Kostrykin and
R. Schrader [23]. The inverse scattering problem is discussed in [27] and [22].

2. Basic definitions

Consider arbitrary finite metric graphΓ consisting ofN edges. The edges will be
identified with the intervals of the real line∆j = [x2j−1, x2j ] ⊂ R, j = 1, 2, . . . , N.
Their length will be denoted bydj = |x2j −x2j−1|. Let us denote byM the number of
vertices that can be obtained by dividing the set{xk}2N

k=1 of endpoints into equivalence
classesVm,m = 1, 2, . . . ,M. The coordinate parametrization of the edges does not
play any important role, therefore we are going to identify metric graphs having the
same topological structure and the same lengths of the edges. More precisely this
equivalence is described in [27; 3]. A graphΓ is calledcleanif it contains no vertices
of valence2. In what follows we are going to consider clean graphs only, since vertices
of valence2 can easily be removed by substituting the two edges joined atthe vertex
by one edge with the length equal to the sum of the lengths of the two edges. This
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procedure is calledcleaning[27].
To define the self-adjoint differential operator onΓ consider the Hilbert space of

square integrable functions onΓ

H ≡ L2(Γ) = ⊕
N

∑

j=1

L2(∆j) = ⊕
N

∑

n=1

L2[x2j−1, x2j ]. (1)

The Laplace operator onΓ is the sum of second derivative operators in each space
L2(∆j),

H = ⊕
N

∑

j=1

(

− d2

dx2

)

. (2)

This differential expression does not determine the self-adjoint operator uniquely. Two
differential operators inL2(Γ) are naturally associated with the differential expression
(2): the minimal operator with domainDom (Hmin) = ⊕∑N

j=1 C∞
0 (∆j) the maximal

operatorHmax with the domainDom (Hmax) = ⊕∑N
j=1 W 2

2 (∆j), whereW 2
2 denotes

the Sobolev space.
All self-adjoint operators associated with (2) can be obtained by restricting the

maximal operator to a subspace using certain boundary conditions connecting bound-
ary values of the functions onΓ associated with the same vertex.

The functions from the domainDom (Hmax) are continuous and have continuous
first derivatives on each edge∆j . The Hilbert spaceH introduced above does not
reflect the connectivity of the graph. It is the boundary conditions that connect values
of the function on different edges. Therefore these conditions have to be chosen in a
special way so that they reflect the connectivity of the graph. See [27] for the discussion
how the most general boundary conditions can be chosen. In the current article we
restrict our consideration to the case of natural, or free boundary conditions given by

{

f(xj) = f(xk), xj , xk ∈ Vm,
∑

xj∈Vm
∂nf(xj) = 0,

m = 1, 2, . . . ,M, (3)

where∂nf(xj) denotes the normal derivative of the functionf at the endpointxj . The
functions satisfying these conditions are continuous at the vertices. In the case of the
vertex with valence2 conditions (3) imply that the function and its first derivative are
continuous at the vertex, i.e. the vertex can be removed as described above.

The Laplace operatorH(Γ) on the metric graphΓ is the operatorHmax given by
(2) restricted to the set of functions satisfying boundary conditions (3). This operator is
self-adjoint [27] and uniquely determined by the graphΓ. Therefore the inverse spectral
problem forH(Γ) is to reconstruct the graphΓ from the set of eigenvalues.

The Laplace operatorH(Γ) can be considered as a finite rank (in the resolvent
sense) perturbation of the operatorHmax restricted to the set of functions satisfying
Dirichlet boundary conditions at the vertices. This operator is equal to the orthogonal
sum of the second derivative operators on the disjoined intervals and therefore has pure
discrete spectrum. Hence the spectrum of the operatorH(Γ) is also pure discrete with
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unique accumulation point at+∞. The quadratic form of the operator

〈Hf, f〉 =
N

∑

j=1

∫ x2j

x2j−1

(−f ′′(x))f(x)dx =
N

∑

j=1

∫ x2j

x2j−1

|f ′(x)|2dx ≥ 0

is nonnegative and therefore the operatorH is nonnegative. Thus the spectrum ofH
contains of an infinite sequence of nonnegative real numbersaccumulating to+∞. The
kernel of the operator contains only constant functions onΓ (see Lemma 1).

3. Trace formula

In this section we establish the correspondence between thepositive spectrum of the
operatorH(Γ) andthe length spectrumof the metric graphΓ - the setL of lengths of
all periodic orbits ofΓ. Our presentation follows essentially [21; 24], but we were able
to correct few minor mistakes making presentation mathematically rigorous.

Let us establish the secular equation determining all positive eigenvalues of the
operatorH. Suppose thatψ is an eigenfunction for the operator corresponding to the
positive spectral parameterE = k2 > 0. Then this function is a solution to the one-
dimensional Schr̈odinger equation on the edges−d2ψ

dx2 = k2ψ. The general solution to
the differential equation on the edge∆j = [x2j−1, x2j ] with the lengthdj = |x2j −
x2j−1| can be written in the basis of incoming waves as follows

ψ(x) = a2j−1e
ik|x−x2j−1| + a2je

ik|x−x2j |, (4)

wheream is the amplitude of the wave coming in from the end pointxm.

- ¾
a2j−1e

ik|x−x2j−1| a2je
ik|x−x2j |

x2j−1 x2j∆j

The same solution in the basis of outgoing waves possesses a similar representation

ψ(x) = b2je
−ik|x−x2j | + b2j−1e

−ik|x−x2j−1|,

where
(

b2j−1

b2j

)

=

(

0 eikdj

eikdj 0

) (

a2j−1

a2j

)

. (5)

The following notation will be useful

ej =

(

0 eikdj

eikdj 0

)

.

40



3. TRACE FORMULA

If one introduces the2N dimensional vectors of amplitudes of incoming and out-
going waves

a =

{(

a2j−1

a2j

)}N

j=1

; b =

{(

b2j−1

b2j

)}N

j=1

,

the relation (5) can be written as

b = Ea, where E =







e1 0 . . .
0 e2 . . .
...

...
.. .






(6)

is a block matrix composed of matricesej on the diagonal.
Consider any vertexVm = {xl1 , xl2 , ..., xlvm

} of valencevm = val (Vm) con-
necting exactlyvm edges (counting multiplicities). Then knowing the amplitudes
blj , j = 1, 2, ..., vm of all wavesblj e

−ik|x−xlj
| approaching the vertexVm, the am-

plitudesalj , j = 1, 2, ..., vm of all wavesalj e
ik|x−xlj

| going out from the vertex can
be calculated from the boundary conditions (3).

We introduce the notations

a
m =











al1

al2
...

alvm











, b
m =











bl1

bl2
...

blvm











.

Then the relation between the vectora
m andb

m is described by a certain vertex scat-
tering matrixσm determined by the boundary condition

a
m = σm

b
m. (7)

For natural boundary conditions the vertex scattering matrix does not depend on
the energy

σm
jk =

{ 2
vm

, j 6= k,
2−vm

vm
, j = k,

vm 6= 1. (8)

Observe that forvm = 2 andvm = 1 the scattering matrices are trivial and equal

to σ =

(

0 1
1 0

)

† andσ = 1, respectively, which explains the reason to call the

boundary conditions (3) free or natural (and the operatorH the Laplace operator). For
the same reason we have to exclude vertices with valence2 from our consideration and
consider clean graphs only, since one cannot ”distinguish”vertices of valence2 with
natural boundary conditions from the other internal pointsof the edges. In the case
vm = 1 (loose endpoint) the boundary condition coincides with Neumann condition.

†Observe that in our parametrization the scattering matrix

(

0 1
1 0

)

corresponds to zero reflection

coefficient and unit transition coefficient — no scattering occurs in that case.
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The connection between the amplitudesb and a given by the vertex scattering
matrices appears in a simple way if one considers the basis associated with the vertices











a
1

a
2

...
a

M











= Σ











b
1

b
2

...
b

M











, where Σ =







σ1 0 . . .
0 σ2 . . .
...

...
. ..






. (9)

Then formulae (6) and (9) imply that the amplitudesa determine an eigenfunction of
H(Γ) for E > 0 if and only if a = ΣEa, i.e. the matrix

U(k) = ΣE(k) (10)

has eigenvalue1 anda is the corresponding eigenvector. Observe that the matrices Σ
andE have simple representations in different bases associatedwith the vertices and
edges respectively. Thus the nonzero spectrum of the operator H can be calculated as
zeroes of the following function:

f(k) = det(U(k) − I) = 0 (11)

on the positive axis. Let us denote the eigenvalues of the Laplace operatorH in non-
decreasing order as follows

E0 = k2
0 = 0 < E1 = k2

1 ≤ E2 = k2
2 ≤ ....

Then the zeroes of the functionf(k) are situated at the points

k = 0,±
√

E1,±
√

E2, ...

(Lemma 1 see below, implies thatE0 = 0 has multiplicity1). Together with the secular
equation (11) we are going to consider the corresponding linear system

(U(k) − I)a = 0, (12)

which has nontrivial solutions if and only if (12) is satisfied.
Let us call byspectral multiplicitythe multiplicity of the eigenvalueE of the oper-

atorH and byalgebraic multiplicitythe dimension of the linear space of solutions to
the equation (11).

The spectral and algebraic multiplicities of all non-zero eigenvalues ofH coincide,
since forE 6= 0 there is a one to one correspondence betweena andψ(x) (see (4)).

Let us study the pointE = 0 in more details.

Lemma 1. LetΓ be a connected metric graph withN edges andM vertices. Then the
pointE = 0 is an eigenvalue for the Laplace operatorH with the spectral multiplicity
1 and algebraic multiplicityN − M + 2.

PROOF. IfE = 0 then the corresponding eigenfunction should satisfy the follow-
ing equation−d2ψ

dx2 = 0 on each edge. The solution to this equation is just a linear
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function. In addition the function should satisfy the boundary conditions (3). To prove
the first part of the lemma it is enough to show that the unique eigenfunction is con-
stant (having equal values on all edges). Assume that there is an eigenfunction which
is not constant. Since such function is linear on the edges itattains its maximum and
minimum at the end points of the edges, i.e. at the vertices. Consider the vertex being
the global maximum point for the function. Then the sum of thenormal derivatives
at this vertex is a sum of non-positive numbers but it is equalto zero. Therefore all
normal derivatives are equal to zero and the function is constant on all edges meet-
ing at the vertex in question. It follows that the eigenfunction attains maximum at all
neighbouring vertices. Proceeding with the same argument and taking into account the
continuity condition we conclude that the function is constant on the whole graph since
it is connected.

The general solutions to the equation (12) are given by (4) oneach edge. Now
if E = 0 thenk = 0 and using continuity of the eigenfunction at the vertices, the
amplitudesaj have to fulfill the relationa2j−1 + a2j = a2k−1 + a2k wherej, k are
indices such that the edges∆j and∆k are connected. When the graph is connected
there is always a path from∆1 to any other edge∆j . This system of equations is
equivalent t the following system ofN − 1 linearly independent equations:a1 + a2 =
a2j−1 + a2j , wherej = 2, . . . , N.

Moreover, the second boundary condition provides an additional M − 1 linearly
independent relations among elementsaj . Thus the number of linearly independent
solutions to (12) is equal to2N − (N − 1) − (M − 1) = N − M + 2. Hence the
algebraic multiplicity isN − M + 2. ¤

Thus the secular equation (11)gives all nonnegative eigenvalues ofH(Γ) with cor-
rect multiplicities except for the pointE = 0.

The functionf is analytic inC, because all elements of the finite matrixU(k) are
analytic functions of the variablek. Zeroes of this function cannot accumulate to any
finite point, sincef is analytic and it is not identically equal to zero. This gives another
proof for the fact that the spectrum of the operatorH is discrete.

Let us introduce the distributionu connected with the spectral measure

u ≡ δ(k) +
∞
∑

n=1

(δ(k − kn) + δ(k + kn)) .

For any test functionϕ ∈ C∞
0 (R) the value of the distributionu[ϕ] can be calculated

using the functionf as follows

u[ϕ] = lim
ε→0

1

2πi

∫ ∞

−∞

(

f ′(k − iε)

f(k − iε)
− f ′(k + iε)

f(k + iε)

)

ϕ(k)dk − (N−M+1)ϕ(0), (13)

where the correction term−(N − M + 1)ϕ(0) appears due to the difference between
the spectral and algebraic multiplicities atE = 0.

Since the functionϕ has compact support, say the interval[a, b], the sum is in fact
finite and thus it is sufficient to study the case when the support of ϕ contains only one
zero off , say a simple zerokj . In this case we have
∫ ∞

−∞
δ(k − kj)ϕ(k)dk = lim

ε→0

1

2πi

∫ b

a

(

f ′(k − iε)

f(k − iε)
− f ′(k + iε)

f(k + iε)

)

ϕ(k)dk
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= lim
ε→0

1

2πi

(

∫ kj−χ

a

+

∫ kj+χ

kj−χ

+

∫ b

kj+χ

)

(

. . .
)

ϕ(k)dk,

whereχ ≪ 1. The first and the third integrals have trivial limits

lim
ε→0

(

∫ kj−χ

a

+

∫ b

kj+χ

)

( . . . )ϕ(k)dk = 0,

since f ′(k)
f(k) ϕ(k) is a continuous function outside(kj − χ, kj + χ). We can split the

middle integral into two as follows

lim
ε→0

1

2πi
ϕ(kj)

∫ kj+χ

kj−χ

(

. . .
)

dk + lim
ε→0

1

2πi

∫ kj+χ

kj−χ

(

. . .
)

(ϕ(k) − ϕ(kj))dk.

The integrand in the second integral is uniformly bounded, and therefore its absolute
value is less than a constant timesχ. The first integral can be transformed to the integral
over a small circle aroundkj , due to residue calculus equal toϕ(kj). Therefore we have

lim
ε→0

1

2πi
ϕ(kj)

∫ ∞

−∞

(

f ′(k − iε)

f(k − iε)
− f ′(k + iε)

f(k + iε)

)

dk = ϕ(kj) = δ(k − kj)[ϕ].

If the support ofϕ contains several zeroes off , then the following formula holds

u[ϕ]=
1

2πi

∫ ∞

−∞
[(ln f(k− i0))′ − (ln f(k + i0))′]ϕ(k)dk− (N −M + 1)ϕ(0). (14)

For any diagonalizable nonsingular matrixA the following equation holds modulo
2πi:

ln detA = Tr lnA. (15)

In the case when all entries of the matrix functionA = A(k) are differentiable we get
the equality:

(ln detA(k))′ = (Tr lnA(k))′. (16)

The matrixA(k) = U(k) − I is diagonalizable for realk, sinceU(k) = ΣE(k) is
unitary there. This property holds true in a certain neighbourhood of the real line, since
the entries ofE(k) are analytic functions.

Moreover the matrixU(k) − I = ΣE(k) − I is nonsingular outside the real axis
because

1. for Imk > 0, ||U(k)|| = ||E(k)|| < 1, this implies thatdet(U − I) 6= 0,

2. for Imk < 0, ||U−1(k)|| = ||E−1(k)|| < 1, this implies thatdet(U − I) =
det(U(I − U−1)) = detU · det(I − U−1) 6= 0.

Formula (16) holds forA(k) = U(k) − I and fork 6= kn from the neighbourhood of
the real line.
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With the functionf(k) = det(U(k) − I) we have then

u[ϕ] + (N − M + 1)ϕ(0) =

=
1

2πi

∫ ∞

−∞
{(ln det(U(k − i0) − I))′ − (ln det(U(k + i0) − I))′}ϕ(k)dk

=
1

2πi

∫ ∞

−∞
{(Tr ln(U(k − i0) − I))′ − (Tr ln(U(k + i0) − I))′}ϕ(k)dk

=
1

2πi

∫ ∞

−∞
{Tr(ln(U(k − i0) − I))′ − Tr(ln(U(k + i0) − I))′}ϕ(k)dk

=
1

2πi

∫ ∞

−∞

{

Tr
U ′(k − i0)

U(k − i0) − I
− Tr

U ′(k + i0)

U(k + i0) − I

}

ϕ(k)dk.

Since||E(k+ iε)|| < 1, the norm||U(k+ iε)|| is also less than1 and the geometric
expansion can be used

Tr
U ′(k + iε)

I − U(k + iε)
= Tr

(

(I + U(k + iε) + U2(k + iε) + . . .)U ′(k + iε)
)

In the lower half-planeIm(k − iε) < 0, ||U−1(k − iε)|| < 1 and we get:

Tr
U ′(k − iε)

U(k − iε) − I
= Tr

1

U(k − iε)

U ′(k − iε)

I − U−1(k − iε)

= TrU(k − iε)−1
(

(I + U−1(k − iε) + U−2(k − iε) + . . .)U ′(k − iε)
)

= Tr
(

(U−1(k − iε) + U−2(k − iε) + . . .)U ′(k − iε)
)

.

Putting together the last two expansions we have

u[ϕ]+(N−M+1)ϕ(0) =
1

2πi
lim
ε→0

∫ ∞

−∞
[Tr((I + U(k + iε) + . . .)U ′(k + iε))

+Tr((U−1(k − iε) + U−2(k − iε) + . . .)U ′(k − iε))]ϕ(k)dk.

Taking into account that the matrixΣ is independent of the energy one gets

U ′ = ΣEiD = iUD,

whereD = diag[d1, d1, d2, d2, d3, d3, . . .] (in the basis associated with the edges).
Substitution into the previous formula implies

u[ϕ] + (N − M + 1)ϕ(0) =
1

2πi
lim
ε→0

∫ ∞

−∞
[Tr((I + U(k + iε) + . . .)U(k + iε)iD)

+Tr((U−1(k − iε) + U−2(k − iε) + . . .)U(k − iε)iD)]ϕ(k)dk (17)

In the last formula one can exchange thelimε→0 and the integral sign, since the
sum under the integral is absolutely converging. To prove that one can use the fact that
the test functionϕ has compact support and is infinitely many times differentiable and
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therefore its Fourier transform decays faster than any polynomial, i.e. in particular the
following estimate holds

∣

∣

∣

∣

∫ ∞

−∞
ei(k+iε)dϕ(k)dk

∣

∣

∣

∣

≤ C

dN+1
, |d| > 1

whereC is a certain positive constant. Entries of the matricesU(k) are exponential
functionsei(k+iε)dj . Therefore the entries of the matrixUm(k + iε) are equal to sums
of exponentialsei(k+iε)

∑ m
j=1 dαj , where~α = (α1, α2, ..., αm) is anm-dimensional

vector with nonnegative integer coordinates less or equal to N. The number of all such
vectors is less thanmN−1. Then the product of matricesUm(k)D can be written as a
finite sum with less thanmN−1 items

Um(k + iε)D =
∑

~α

B~αei(k+iε)
∑ m

j=1 dαj ,

where the norms of the constant matricesB~α are not greater than the norm of the
matrix Um(k + iε)D equal tomax{dj}. Therefore the traces|Tr B~α| are less than
2Nmax{dj}. Then every item containing positive powers ofU can be estimated as

∣

∣

∣

∣

∫ ∞

−∞
Tr[Um(k + iε)D]ϕ(k)dk

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∫ ∞

−∞
Tr

[

∑

~α

B~αei(k+iε)
∑ m

j=1 dαj

]

ϕ(k)dk

∣

∣

∣

∣

∣

≤
∑

~α

2Nmax{dj}
∣

∣

∣

∣

∫ ∞

−∞
ei(k+iε)

∑ m
j=1 dαj ϕ(k)dk

∣

∣

∣

∣

≤ mN−12Nmax{dj}
C

mN+1(min {dj})N+1
≤ K

m2
,

(18)
whereK is another constant. Estimating the sum of negative powers of U in a similar
way the following formula is now proven

u[ϕ] =
1

2πi

∫ ∞

−∞
Tr((. . .+U−1(k)+I +U(k)+ . . .)iD)ϕ(k)dk−(N −M +1)ϕ(0),

i.e.

u =
1

2πi
Tr

[

(. . . + U−1(k) + I + U(k) + . . .)iD
]

− Nδ(k). (19)

To calculate the trace, let us introduce the orthonormal basis of incoming waves to
bee1 = (1, 0, 0, . . .), e2 = (0, 1, 0, . . .),. . . , e2N = (. . . , 0, 0, 1). By a periodic orbit
we understand any oriented closed path onΓ. Note that the orbit so defined does not
have any starting point. To any such (continuous) periodic orbit p one can associate the
discrete periodic orbitconsisting of all edges that the orbit comes across. Also let:

• P be the set of all periodic orbits for the graphΓ,

• l(p) be the geometric length of a periodic orbitp,

• n(p) be the discrete length ofp - the number of edges that the orbit comes across,
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• Pn
m be the set of all periodic orbits going through the pointxm into the interval

∆[ m+1
2 ], where[ · ] denotes the integer part, and having discrete lengthn,

• prim(p) denotes a primitive periodic orbit, i.e. such thatp is a multiple of
prim(p)

• d(p) = n(p)/n(prim(p)) is the degree ofp.

The geometric length of an orbit is equal to the sum of lengthsof the edges com-
posing the orbit (with multiplicities of course).When the orbit goes from one edge to
another it passes through a vertex and we will need to take into account the corre-
sponding scattering coefficients. Then let us denote byT (p) the set of all scattering
coefficients along the orbitp.

The right-hand side of (19) can be divided in three parts: identity, all positive pow-
ers ofU and all negative powers ofU. The first part gives

1

2π
Tr(ID) =

2L
2π

=
L
π

,

whereL = d1 + d2 + . . . + dN is the total length of the graphΓ.
Contribution from all other terms can be calculated using corresponding periodic

orbits. Let us consider for example the contribution fromU4 :

1

2π
Tr(U4D) =

1

2π

2N
∑

n=1

< U4Den, en > .

Using thatDen = d[ n+1
2 ]en and definition (10), the trace can be calculated

1

2π
Tr(U4D) =

1

2π

2N
∑

n=1

d[ n+1
2 ] < U4en, en >

=
1

2π

2N
∑

n=1

d[ n+1
2 ]

∑

p∈P4
n

(

∏

σm
ij
∈T (p)

σm
(ij)

)

eikl(p).

Now we will sum all positive powers

1

2π
Tr[(U1 + U2 + U3 + . . .)D] =

1

2π

∞
∑

s=1

2N
∑

n=1

< UsDen, en >

=
1

2π

∞
∑

s=1

2N
∑

n=1

d[ n+1
2 ]

∑

p∈Ps
n

(

∏

σm
ij
∈T (p)

σm
ij

)

eikl(p)

=
1

2π

∑

p∈P
l(prim(p))

(

∏

σm
ij
∈T (p)

σm
ij

)

eikl(p)

Similarly we have for negative powers

1

2π
Tr[(. . . + U−3 + U−2 + U−1)D] =

1

2π

∑

p∈P
l(prim(p))

(

∏

σm
ij
∈T (p)

σm
ij

)

e−ikl(p).
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For the sake of simplicity one can introduce:

Ap = l(prim(p))
(

∏

σm
ij
∈T (p)

σm
ij

)

, A∗
p = l(prim(p))

(

∏

σm
ij
∈T (p)

σm
ij

)

. (20)

Thus we have proved the following trace formula (21), which is a rigorous coun-
terpart of the formula derived by B. Gutkin, T. Kottos and U. Smilansky in [21; 24].

Theorem 1 (Trace formula). LetH(Γ) be the Laplace operator on a finite connected
metric graphΓ, then the following two trace formulae establishes the relation between
the spectrum{k2

j} of H(Γ) and the set of periodic orbitsP, the number of edgesN
and the total lengthL:

u(k) ≡ δ(k) +

∞
∑

n=1

(δ(k − kn) + δ(k + kn)) (21)

= −(N − M + 1)δ(k) +
L
π

+
1

2π

∑

p∈P

(

Ap eikl(p) + A∗
p e−ikl(p)

)

,

and

û(l) ≡ 1 +

∞
∑

n=1

(

e−iknl + eiknl
)

(22)

=−(N − M + 1) + 2Lδ(l) +
∑

p∈P

(

Apδ(l − l(p)) + A∗
pδ(l + l(p))

)

whereAp, A∗
p are independent of the energy complex numbers given by (20).

The second formula (22) is just a Fourier transform of (21). If the graph is not
clean, then the coefficientsAp containing reflections from the vertices of valence2 are
equal to zero. If the graph is clean, then (8) implies that allcoefficientsAp are different
from zero, but it may happen that the singular support ofû(l) does not contain lengths
of all periodic orbits (see the following section).

4. The inverse spectral problem

In this section we are going to apply formula (22) to prove that the inverse spectral
problem has unique solution for clean finite connected metric graphs, provided the
lengths of the edges are rationally independent.

The setL of lengths of all periodic orbits is usually called the length spectrum.
In principle formula (22) allows one to recover the length spectrum (of periodic or-
bits) from the energy spectrum (of the Laplace operatorH). But this relation is not
straightforward and we are able to prove it in certain special cases only (see the fol-
lowing section). Formula (22) implies directly that the spectrum of a graph allows one
to recover the lengthsl of all periodic orbits from thereduced length spectrumL′ ⊂ L
defined as

L′ = {l :
(

∑

p ∈ P

l(p) = l

Ap

)

6= 0}. (23)
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Lemma 2. Let Γ be a connected finite clean metric graph with rationally indepen-
dent lengths of edges. The reduced length spectrumL′ contains at least the following
lengths:

• the shortest orbit formed by any interval∆j only (i.e. dj or 2dj depending on
whether∆j forms a loop or not);

• the shortest orbit formed by any two neighbouring edges∆j and∆k only (i.e.
2(dj + dk), dj + 2dk, 2dj + dk, dj + dk depending on how do these edges are
connected to each other).

PROOF. Note that if the graph is clean and there is a unique periodic orbit p0 of a
certain lengthl(p0) then the corresponding sum degenerates and is different from zero:

∑

p ∈ P

l(p) = l(p0)

Ap = Ap0
6= 0. (24)

If there are several, sayr, orbits having the same length asp0 and allA - coefficients
are equal, then the sum is different from zero:

∑

p ∈ P

l(p) = l(p0)

Ap = rAp0
6= 0. (25)

• In the case∆j is a loop, there are two orbits of lengthdj with equal coefficients
A. If ∆j does not form a loop, then the shortest orbit is unique and haslength
2dj .

• Suppose that neither∆j nor∆k forms a loop and they do not form a double edge.
Then the shortest possible length of an orbit formed by∆j and∆k is 2(dj + dk)
and such orbit is unique.

Suppose that exactly one of the two neighbouring edges, say∆j , forms a loop.
Then there are two orbits having the shortest possible length dj + 2dk and the
correspondingA - coefficients are equal.

Suppose that∆j and∆k form a double edge. Then there are two orbits with the
shortest possible lengthdj +dk and the correspondingA - coefficients are equal.

Suppose that both∆j and∆k form loops. Then the number of orbits having the
shortest lengthdj + dk is four and theA - coefficients are equal.

All possible cases have been considered.¤

We are going to show now that the knowledge of the reduced length spectrum
together with the total length of the graph is enough to reconstruct the graph. The first
step in this direction is to recover the lengths of the edges from the total length of the
graphs and the setL′. The following result can be proven by refining the method of
B. Gutkin-U. Smilansky [21].

Lemma 3. Let the lengths of the edges of a clean finite connected metricgraphΓ be
rationally independent. Then the total lengthL of the graph and the reduced length
spectrumL′ (defined by (23)) determine the lengths of all edges and whether these
edges form loops or not.
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PROOF. Consider the finite subsetL′′ of L′ ⊂ L consisting of all lengths less than
or equal to2L

L′′ = {l ∈ L′ : l ≤ 2L}.
This finite set contains at least one of the numbersdj or 2dj . Therefore there exists a
basiss1, s2, . . . , sN , such that every lengthl ∈ L′′ (as well as fromL) can be written
as a half-integer combination ofsj

l =
1

2

N
∑

j=1

njsj , nj ∈ N.

Such basis is not unique especially if the graph has loops. Any two bases{sj} and{s′j}
are related as followssj = njs

′
ij

, nj = 1
2 , 1, 2, wherei1, i2, . . . , iN is a permutation

of 1, 2, . . . , N. Then among all possible bases consider a basis with the shortest total
length

∑N
j=1 sj .

The total length of the graphL can also be written as a sum ofsj with the coeffi-
cients equal to1 or 1/2

L =

N
∑

j=1

αjsj , αj = 1, 1/2. (26)

The coefficients in this sum are equal to1 if sj is equal to the length of a certain edge
∆j , i.e. when the edge forms a loop. The coefficient1/2 appears ifsj is equal to
double the length of an edge. In this case the edge does not form a loop. Therefore the
lengths of the edges up to permutation can be recovered from (26) using the formula
dj = αjsj , j = 1, 2, . . . , N. To check whether an edge∆j forms a loop or not it is
enough to check whetherdj belongs toL′ or not.¤

Once the lengths of all edges are known the graph can be reconstructed from the
reduced length spectrum. Lemma 2 implies that looking at thereduced length spectrum
L′ one can determine whether any two edges∆j and∆k are neighbours or not (have
at least one common end point): the edges∆j and∆k are neighbours if and only ifL′

contains at least one of the lengthsdj + dk, 2dj + dk, dj + 2dk, or 2(dj + dk).

Lemma 4. Every clean finite connected metric graphΓ can be reconstructed from the
setD = {dj} of the lengths of all edges and the reduced length spectrumL′ - the subset
of all periodic orbits determined by (23), provided thatdj are rationally independent.

PROOF. Let us introduce the set of edgesE = {∆j}N
j=1 uniquely determined by

D = {dj}. We shall prove lemma for simple graphs first. A graph is calledsimpleif
it contains no loops and no multiple edges. From an arbitrarygraph one can obtain a
simple graph by cancelling all loops and choosing only one edge from every multiple
one:

1. If dk ∈ L′ then the corresponding edge is a loop. Then remove∆k from E and
all lengths containingdk from L′.

2. If dk + dj ∈ L′ then there exists a double edge composed of∆j and∆k (since
the loops have already been removed). Then remove either∆j or ∆k from E
and also all lengths containing the chosen length fromL.
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The new subsetsE∗ ⊂ E containingN∗ ≤ N elements andL∗ ⊂ L′ obtained
in this way correspond to a simple subgraphΓ∗ ⊂ Γ which can be obtained fromΓ
by removing all loops and reducing all multiple edges. One obtains differentΓ∗ by
choosing different edges to be left during the reduction.

The reconstruction will be done iteratively and we will construct an increasing finite
sequence of subgraphs such thatΓ1 ⊂ Γ2 ⊂ . . . ΓN∗ = Γ∗. The corresponding subsets
of edges will be denoted byEk.

Fork = 1 take the graphΓ1 consisting of one edge, say∆1. By looking atL′ pick
up any edge, say∆2, which is a neighbour of∆1. Attach it to any endpoint of∆1 to
get the graphΓ2.

Suppose that connected subgraphΓk consisting ofk edges (k ≥ 2) is reconstructed.
Pick up any edge, say∆k+1, which is a neighbour of at least one of the edges inΓk.
Let us denote byEnbh

k the subset ofEk of all edges which are neighbours of∆k+1. We
have to identify one or two vertices inΓk to which the new∆k+1 is attached. Every
such vertex is uniquely determined by listing the edges joined at this vertex, since the
subgraphΓk is simple, connected and contains at least two edges. Therefore we have
to separateEnbh

k into two classes of edges attached to each endpoint of∆k+1. (One of
the two sets can be empty, which corresponds to the case the edge∆k+1 is attached to
Γk at one vertex only.)

Take any two edges fromEnbh
k , say∆′ and∆′′. The edges∆′ and∆′′ belong to

the same class if and only if:

• ∆′ and∆′′ are neighbours themselves and

• d′ + d′′ + dk+1 /∈ L′ i.e. the edges∆′, ∆′′ and∆k+1 do not build a cycle. Note
that if ∆′,∆′′ and∆k+1 form a cycle, then there are two periodic orbits having
with the lengthd′ + d′′ + dk+1 and the correspondingA-coefficients are equal,
which implies thatd′ + d′′ + dk+1 ∈ L′.

In this way we either separateEnbh
k into two classes of edges orEnbh

k consists
of edges joined at one vertex. In the first case the new edge∆k+1 connects the two
unique vertices determined by the subclasses. In the secondcase∆k+1 is attached by
one endpoint toΓk at the vertex uniquely determined byEnbh

k . It does not play any
role which of the two end points of∆k+1 is attached to the chosen vertex ofΓk, since
the two possible graphs are equivalent.

Denote the graph obtained in this way byΓk+1.

Since the graphΓ∗ is connected and finite, afterN∗ steps one arrives atΓN∗ = Γ∗.
It remains to add all loops and multiple edges to reconstructthe initial graphΓ.

Suppose that the reconstructed subgraphΓ∗ is not trivial, i.e. consists of more than one
edge. Then every vertex is uniquely determined by listing all edges joined at it. Check
first to which vertex the loop∆n is connected by checking if periodic orbits of the
lengthdn + 2dj belongs toL′ or not. All such edges∆j determine the unique vertex
to which∆n should be adjusted. To reconstruct multiple edges check whetherdm +dj

is fromL′, where∆j ∈ E∗. Substitute all such edges∆j with corresponding multiple
edges.

In the caseΓ∗ is trivial, the proof is an easy exercise.¤
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Our main result can be obtained as a straightforward implication of Lemma 3 and
Lemma 4.

Theorem 2. The spectrum of a Laplace operator on a metric graph determines the
graph uniquely, provided that:

• the graph is clean, finite and connected,

• the edge lengths are rationally independent.

PROOF. The spectrum of the operator determines the left-hand side of the trace
formula (21). Formula (22) shows that the spectrum of the graph determines the total
length of the graph and the reduced length spectrum. Lemma 3 implies that the lengths
of all edges can be extracted from this quantities under the conditions of the theorem.
It follows from Lemma 4 that the whole graph can be reconstructed provided that its
edges are rationally independent and it is clean, finite and connected.¤

One can easily remove the condition that the graph is connected. The result can be
generalized to include more general differential operators on the edges and boundary
conditions at the vertices. Rigorous proofs of these results will be a subject of one of
forthcoming publications.
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Inverse spectral problem for quantum graphs
with rationally dependent edges∗

Marlena Nowaczyk

Abstract. In this paper we study the problem of unique reconstruction of the quantum
graphs. The idea is based on the trace formula which establishes the relation between
the spectrum of Laplace operator and the set of periodic orbits, the number of edges
and the total length of the graph. We analyse conditions under which is it possible to
reconstruct simple graphs containing edges with rationally dependent lengths.

1. Introduction

Differential operators on metric graphs (quantum graphs) is a rather new and rapidly
developing area of modern mathematical physics. Such operators can be used to model
the motion of quantum particles confined to certain low dimensional structures. This
has many possible applications to quantum computing and design of nanoelectronic
devices [1], which explains recent interest in the area.

The main mathematical tool used in this article is the trace formula, which estab-
lishes the connection between the spectrum of the Laplace operator on a metric graph
and the length spectrum(the set of all periodic orbits on the graph), the number of
edges and the total length of the graph.

J.P. Roth [12] proved trace formula for quantum graphs usingthe heat kernel ap-
proach. An independent way to derive trace formula using scattering approach was
suggested by B. Gutkin, T. Kottos and U. Smilansky [6; 8] and mathematically rigor-
ous proof of this result was provided by P. Kurasov and M. Nowaczyk [10]. The trace
formula is applied in order to reconstruct the graph from thespectrum of the corre-
sponding Laplace operator. It has been proven that this procedure can be carried out in
the case when the lengths of the edges are rationally independent and the graph has no
vertices of valence2. In current paper we go further and consider graphs with trivially
and weakly rationally dependent edges. We have decided to restrict our considerations

∗Appeared inOperator Theory: Advances and Applications147 (2007) Operator Theory, Analysis and
Mathematical Physics 105-116.
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to the case of the so-called Laplace operator on metric graphs — the second derivative
operator with natural (free, standard, Kirchhoff) boundary conditions at vertices.

Explicit examples constructed in [6; 11; 2] show that the inverse spectral and scat-
tering problems for quantum graphs do not have, in general, unique solutions.

For a historical background on quantum graphs, their applications and theory de-
velopment see Introduction and References in our previous paper [10].

2. Basic definitions

All notations and definitions in this paper will follow thoseused in [10]. We are not
going to repeat the rigorous derivation of the trace formulapresented there, but in this
section we will introduce the definitions which we are going to use.

Consider arbitrary finite metric graphΓ consisting ofN edges. The edges will be
identified with the intervals of the real line∆j = [x2j−1, x2j ] ⊂ R, j = 1, 2, . . . , N
and the set of all edges will be denoted byE = {∆j}N

j=1. Their lengths will be denoted
by dj = |x2j −x2j−1| and corresponding set of all lengths byD = {dj}. Let us denote
byM the number of vertices in the graphΓ. Vertices can be obtained by dividing the set
{xk}2N

k=1 of endpoints into equivalence classesVm,m = 1, 2, . . . ,M. The coordinate
parameterization of the edges does not play any important role, therefore we are going
to identify metric graphs having the same topological structure and the same lengths of
the edges. This equivalence is more precisely described in [11; 2].

Consider the Hilbert space of square integrable functions on Γ

H ≡ L2(Γ) = ⊕
N

∑

j=1

L2(∆j) = ⊕
N

∑

n=1

L2[x2j−1, x2j ]. (1)

The Laplace operatorH on Γ is the sum of second derivative operators acting in each
spaceL2(∆j),

H = ⊕
N

∑

j=1

(

− d2

dx2

)

. (2)

This differential expression does not uniquely determine the self-adjoint opera-
tor. Two differential operators inL2(Γ) are naturally associated with the differen-
tial expression (2), namely the minimal operator with the domain Dom (Hmin) =

⊕∑N
j=1 C∞

0 (∆j) and the maximal operatorHmax with the domainDom (Hmax) =

⊕∑N
j=1 W 2

2 (∆j), whereW 2
2 denotes the Sobolev space.

The Hilbert spaceH introduced above does not reflect the connectivity of the graph.
It is the boundary conditions that connect values of the function on different edges.
Therefore these conditions have to be chosen in a special wayso that they reflect the
connectivity of the graph. See [11] for the discussion how the most general boundary
conditions can be chosen. In the current paper we restrict our consideration to the case
of natural (free, standard, Kirchhoff) boundary conditions given by

{

f(xj) = f(xk), xj , xk ∈ Vm,
∑

xj∈Vm
∂nf(xj) = 0,

m = 1, 2, . . . ,M, (3)
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where∂nf(xj) denotes the normal derivative of the functionf at the endpointxj . The
functions satisfying these conditions are continuous at the vertices. In the case of the
vertex with valence2 conditions (3) imply that the function and its first derivative are
continuous at the vertex, i.e. the vertex can be removed by substituting the two edges
joined at the vertex by one edge with the length equal to the sum of the lengths of the
two edges. This procedure is calledcleaning[11] and a graphΓ with no vertices of
valence2 is calledclean.

The Laplace operatorH(Γ) on the metric graphΓ is the operatorHmax given by
(2) restricted to the set of functions satisfying boundary conditions (3). This operator is
self-adjoint [11] and uniquely determined by the graphΓ. The spectrum of the operator
H(Γ) is discrete and consists of positive eigenvalues accumulating at+∞. Therefore
the inverse spectral problem forH(Γ) is to reconstruct the graphΓ from the set of
eigenvalues.

3. Trace Formula

Let us establish the secular equation determining all positive eigenvalues of the opera-
torH. Suppose thatψ is an eigenfunction for the operator corresponding to the positive
spectral parameterE = k2 > 0. Then this function is a solution to the one-dimensional
Schr̈odinger equation on the edges−d2ψ

dx2 = k2ψ. The general solution to the differen-
tial equation on the edge∆j = [x2j−1, x2j ] with the lengthdj = |x2j − x2j−1| can be
written in the basis of incoming waves as follows

ψ(x) = a2j−1e
ik|x−x2j−1| + a2je

ik|x−x2j |, (4)

wheream is the amplitude of the wave coming in from the endpointxm.
Now let us introduce two matricesE andΣ corresponding to evaluation of ampli-

tudes through edges and vertices respectively. First matrix

E =







e1 0 . . .
0 e2 . . .
...

...
. ..






, where ej =

(

0 eikdj

eikdj 0

)

. (5)

The second matrix is formed by blocks of vertex scattering matrices

Σ =







σ1 0 . . .
0 σ2 . . .
...

...
. ..






, (6)

where for natural boundary conditions the vertex scattering matrices do not depend on
the energy and elements are given by

σm
jk =

{ 2
vm

, j 6= k,
2−vm

vm
, j = k,

for vm 6= 1 and σ = 1 for vm = 1. (7)
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After evaluation of the amplitudes through edges and then through vertices we
arrive to the same incoming amplitudes. Therefore the amplitudesa determine an
eigenfunction ofH(Γ) for E > 0 if and only if a = ΣEa, i.e. when the matrix

U(k) = ΣE(k) (8)

has eigenvalue1 anda is the corresponding eigenvector.
Let us denote the eigenvalues of the Laplace operatorH in nondecreasing order as

follows
E0 = k2

0 = 0 < E1 = k2
1 ≤ E2 = k2

2 ≤ ...

and we will introduce the distributionu connected with the spectral measure

u ≡ δ(k) +

∞
∑

n=1

(δ(k − kn) + δ(k + kn)) .

Now we are going to present the relation between spectrum of Laplace operatorH
and lengths of periodic orbits, number of edges and total length of the graph. Before
we do this, however, we need to give a few definitions related to periodic orbits of a
graph.

By a periodic orbitwe understand any oriented closed path onΓ. We do not allow
to turn back at any internal point of the edge, but walking thesame edge multiple times
is allowed. Note that so defined orbit does not have any starting point. With any such
(continuous) periodic orbitp one can associate thediscrete periodic orbitconsisting of
all edges forming that orbit. Also let:

• P be the set of all periodic orbits for the graphΓ,

• l(p) be the geometric length of a periodic orbitp,

• prim(p) denote a primitive periodic orbit, i.e. such thatp is a multiple of
prim(p),

• L = d1 + d2 + . . . + dN be the total length of the graphΓ,

• T (p) be the set of all scattering coefficients along the orbitp.

Let us introduce coefficients which are independent of the energy:

Ap = l(prim(p))
(

∏

σm
ij
∈T (p)

σm
ij

)

, A∗
p = l(prim(p))

(

∏

σm
ij
∈T (p)

σm
ij

)

. (9)

The following theorem has been proven in [10], following theideas of B. Gutkin
and U. Smilansky [6].

Proposition 1 (Theorem 1 from [10]). Let H(Γ) be the Laplace operator on a finite
connected metric graphΓ, then the following two trace formulae establishes the rela-
tion between the spectrum{k2

j } of H(Γ) and the set of periodic orbitsP, the number
of edgesN and the total lengthL of the graph:

u(k) ≡ δ(k) +

∞
∑

n=1

(δ(k − kn) + δ(k + kn)) (10)
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= −(N − M + 1)δ(k) +
L
π

+
1

2π

∑

p∈P

(

Ap eikl(p) + A∗
p e−ikl(p)

)

,

and

û(l) ≡ 1 +

∞
∑

n=1

(

e−iknl + eiknl
)

(11)

=−(N − M + 1) + 2Lδ(l) +
∑

p∈P

(

Apδ(l − l(p)) + A∗
pδ(l + l(p))

)

whereAp, A∗
p are independent of the energy complex numbers given by (9).

The formula (11) converges in the sense of distributions (see [10] p. 4908–4909 for
explicit calculations).

4. The inverse spectral problem

In this section we are going to apply formula (11) to prove that the inverse spectral
problem has unique solution for certain simple (i.e. without loops or multiple edges),
clean, finite connected metric graphs with rationally dependent lengths of edges.

The setL of lengths of all periodic orbits is usually called the length spectrum. In
some cases, formula (11) allows us to recover the length spectrum (of periodic orbits)
from the energy spectrum (of the Laplace operatorH). On the other hand, there are
known graphs for which some lengths of periodic orbits cannot be recovered. Formula
(11) implies directly that the spectrum of a graph allows oneto recover the lengthsl of
all periodic orbits from thereduced length spectrumL′ ⊂ L defined as

L′ = {l :
(

∑

p ∈ P

l(p) = l

Ap

)

6= 0}. (12)

Although for any periodic orbitp the coefficientAp defined in (9) is non-zero it can
happen that the sum of all coefficients in front ofδ(l − l(p)) is zero. This is the reason
why we use reduced length spectrum instead of more common length spectrum.

4.1. Graphs with trivially rationally dependent edges

In this subsection we will discuss graphs where the set of alllengths of edges is ratio-
nally independent, while some edges can have equal lengths (we will call such case a
graph withtrivially rationally dependentedges). One can prove that such graphs can
be uniquely reconstructed from length spectrum and total length of the graph — and,
therefore, can be uniquely reconstructed from spectrum of Laplace operator on this
graph.

We shall now remind Lemma 2 from paper [10] and we will re-state this lemma for
graphs with trivially rationally dependent edges.
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Lemma 2. Let Γ be a graph with trivially rationally dependent edges. Assume that
the edges of the same length are not neighbours to each other.Then the reduced length
spectrumL′ contains at least the following lengths:

• 4dj , for all j = 1, . . . , N ;

• 2dj if there exist exactly one edge of lengthdj ;

• 2(dj + dk) iff the edges having lengthsdj anddk are neighbours;

• 2(di + dj + dk) if ∆i, ∆j and∆k form a path but do not form a cycle.

PROOF. Consider any orbitp of the length4dj . Then the coefficientAp product
consists of exactly two squared reflection coefficients and therefore is strictly positive.
The coefficient in front ofδ(l − 4dj) in the sum (11):

∑

p:l(p)=4dj
is also strictly

positive. Thus4dj belongs to the reduced length spectrumL′.
The other three parts of this proof follow from the Lemma 2 andits proof in [10]¤

Lemma 3. Assume thatΓ is a finite, clean, connected and simple metric graph with
trivially rationally dependent edges. Let us denote numberof edges of lengthd1 byβ1,
number of edges of lengthd2 by β2, . . . , number of edges of lengthdn by βn (where
βi ≥ 1 for i = 1 . . . n).

Then the total lengthL of the graph and the reduced length spectrumL′ determine
the lengths of all edges (dj), as well as the number of edges having these particular
lengths (βj).

PROOF. Consider the finite subsetL′′ of L′ ⊂ L, consisting of all lengths less than
or equal to4L

L′′ = {l ∈ L′ : l ≤ 4L}.

This finite set contains at least the numbers4dj and those numbers form a basis for
a set of all lengths of periodic orbits, i.e. every lengthl ∈ L′′ (as well as inL) can be
written as a combination of4dj

l =
1

4

n
∑

j=1

nj4dj , nj ∈ N,

wherenj are the smallest possible non-negative integers. Since alldj are rationally
independent then this combination is unique. Such a basis isnot unique but any two
bases{4dj} and{4d′j} are equal with respect to a permutations of its elements.

The total length of the graphL can also be written as

L =
1

4

n
∑

j=1

βj4dj , βj ∈ N. (13)

Because the graphΓ is simple (i.e. without loops or multiple edges), the coefficients
βj indicate the total number of edges of lengthdj . ¤
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4. THE INVERSE SPECTRAL PROBLEM

Lemma 4. Assume thatΓ is a finite, clean, connected and simple metric graph with
trivially rationally dependent edges. Also assume that anytwo edges∆,∆′ with
lengthsdi, dj (wherei can be equalj), for whichβi ≥ 2 and βj ≥ 2 (i.e. they are
both repeating edges), are separated by at least two non-repeating edges (i.e. edges
for whichβ = 1).

Then the graphΓ can be reconstructed from the setD = {dj} of the lengths of all
edges and the reduced length spectrumL′.

PROOF. At the beginning we are going to reconstruct the graphΓ without repeating
edges. In order to do this, we shall use the idea of reconstructing the simple subgraph
in the proof of Lemma 4 in the paper [10].

Let us denote byΓ∗ the subgraph ofΓ which can be obtained by deleting all edges
with βj ≥ 2. Γ∗ does not have to be a connected graph, so let us denote its components
by Γ(1), Γ(2), . . . , Γ(s). The reconstruction will be done iteratively and we will con-
struct an increasing finite sequence of subgraphs such thatΓ1 ⊂ Γ2 ⊂ . . . ⊂ ΓN∗ =
Γ∗. The corresponding subsets of edges will be denoted byEk for k = 1, . . . , N∗.

The reconstruction of any componentΓ(j) is done in the following way. Fork = 1

take the graphΓ(j)
1 , consisting of an arbitrary non-repeating edge, say∆1. In order to

getΓ(j)
2 , pick any neighbour of∆1, say∆2, and attach it to any of the endpoints of∆1

(the set of neighbours of∆1 can be easily obtained from the reduced length spectrum
L′).

Suppose that connected subgraphΓ
(j)
k consisting ofk edges (k ≥ 2) is already

reconstructed. Pick any edge, say∆k+1, which is a neighbour of at least one of the
edges inΓ(j)

k . Let us denote byEnbh
k the subset ofEk consisting of all edges which

are neighbours of∆k+1. We have to identify (one or two) vertices inΓ(j)
k to which

the new∆k+1 is attached – every such vertex is uniquely determined by listing of the
edges joined at this vertex (since the subgraphΓ

(j)
k is simple, connected and contains

at least two edges). Therefore we have to separateEnbh
k into two classes of edges,

each attached to one endpoint of∆k+1. Observe that one of the two sets can be empty,
which corresponds to the case the edge∆k+1 is attached toΓ(j)

k at one vertex only.
Take any two edges fromEnbh

k , say∆′ and∆′′. The edges∆′ and∆′′ belong to
the same class if and only if:

• ∆′ and∆′′ are neighbours themselves and

• d′ + d′′ + dk+1 /∈ L′ i.e. the edges∆′, ∆′′ and∆k+1 do not form a cycle (note
that if∆′,∆′′ and∆k+1 form a cycle, then there are two periodic orbits of length
d′ +d′′ +dk+1 and the correspondingA-coefficients are equal — which implies
thatd′ + d′′ + dk+1 ∈ L′).

In this way we either separate the setEnbh
k into two classes of edges orEnbh

k

consists of edges joined at one vertex. In the first case, the new edge∆k+1 connects
the two vertices uniquely determined by those two subclasses. In the second case, the
edge∆k+1 is attached at one end point toΓ(j)

k at the vertex uniquely determined by
Enbh

k . It does not matter which of the two end points of∆k+1 is attached to the chosen

vertex ofΓ(j)
k , since the two possible resulting graphs are equivalent.
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Denote the graph created this way byΓ
(j)
k+1.

When there are no more edges left which are neighbours ofΓ
(j)
k , then pick any new

non-repeating edge fromE and start the reconstruction procedure for new component
of graphΓ∗, sayΓ(j′). After a finite number of steps one arrives at the graphΓ∗.

It remains now to add the repeating edges. Since each repeating edge of lengthdn

is separated from any other repeating edge of lengthdm by at least two non-repeating
edges, then there is no interference between adding edgesdn anddm to Γ∗. Following
previous lemma, from reduced length spectrumL′ and total length of the graphL we
know that we have exactlyβn edges of lengthdn.

As the first step we want to split all neighbours of alldn edges into2βn classes
(some of which can be empty). The set of all neighbours ofdn from graphΓ∗ will be
denoted byEn. We say that∆j and∆k from En are in the same class if:

• ∆j and∆k are neighbours to each other,

• they do not build a cycle of lengthdn + dj + dk,

• if there is an edge∆m which is a neighbour to∆j and to∆k but is not a neigh-
bour to any edge of lengthdn, then there is a cycle of lengthdm + dj + dk.

In that way we obtain non-empty setsE
1
n, E2

n, . . . , Eαn
n which correspond to ver-

ticesv1, v2, . . . , vαn
whereαn ≤ 2βn.

As the second step we have to identify, for any edge of lengthdn, two vertices (or
only one) to which this particular edge is attached. We are going to check all pairs of
verticesvi andvj from the list above. An edge of lengthdn is attached to those two
vertices if

• vi andvj are connected by a path of two edgesd′ andd′′ whered′ ∈ E
i
n and

d′′ ∈ E
j
n and there exist a periodic orbit of lengthd′ + d′′ + dn in L′, or

• vi andvj are not connected by any path of two edges and for each paird′ ∈ E
i
n

andd′′ ∈ E
j
n there exist a periodic orbits of length2(d′ + d′′ + dn) in L′.

For each of those verticesv1, v2, . . . , vαn
for which neither of the above conditions

are satisfied, we attach a loose edge of lengthdn.
We repeat this procedure for all edges of repeating lengths.Since the graph is finite,

after finite number of steps we arrive at reconstruct the whole graphΓ. ¤

Theorem 5. The spectrum of a Laplace operator on a metric graph determines the
graph uniquely, provided that:

• the graph is clean, finite, simple and connected,

• the edges are trivially rationally dependent,

• any two repeating edges are separated by at least two non-repeating edges (i.e.
ones having rationally independent lengths).
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PROOF. The spectrum of the operator determines the left-hand side of the trace
formula (10). Formula (11) shows that the spectrum of the graph determines the total
length of the graph and the reduced length spectrum. Lemma 3 implies that the lengths
of all edges and their multiplicities can be extracted from this quantities under the
conditions of the theorem. It follows from Lemma 4 that the whole graph can be
reconstructed.¤

4.2. Graphs with weakly rationally dependent edges

In the last part of this paper we shall consider some special kind of graph with rationally
dependent edges and we will prove that for those graphs the unique reconstruction from
the spectrum of Laplace operator is still possible. We shalluse, as before, the trace
formula and some properties of mutually prime numbers.

Definition 6. Assume that the metric graphΓ is finite, clean, connected and simple.
We say that the edge lengths are weakly rationally dependentif the lengths of edges
belong to the set

{

d1,
p12

q12
d1, . . . ,

p1r1

q1r1

d1, d2,
p22

q22
d2, . . . ,

p2r2

q2r2

d2, . . . , dn,
pn2

qn2
dn, . . . ,

pnrn

qnrn

dn

}

,

wherepij/qij > 1 are proper fractions,qi2, qi3, . . . , qiri
are mutually prime for all

i = 1, . . . , n andd1, d2, . . . , dn are rationally independent.

Observe that ifn = 1 then all edges in the graph are rationally dependent. On
the other hand, if allpij = 0 for j ≥ 2 and all i, then all edges in the graph are
rationally independent. Note that the denominatorsqij are mutually prime but it does
not immediately indicate that they are prime numbers.

Lemma 7. Assume that the metric graphΓ has weakly rationally dependent edges.
Then the total lengthL of the graph and the reduced length spectrumL′ determine the
lengths of all edges.

PROOF. As in Lemma 3 we will use an approach of finding a basis for all periodic
orbits. We claim that the set{2sj}, wheresj is length of any edge in the graph, is
a basis for all periodic orbits. Consider as before the finitesubsetL′′ of L′ ⊂ L
consisting of all lengths less than or equal to2L

L′′ = {l ∈ L′ : l ≤ 2L}.

It is obvious that any periodic orbit can be written as a half-integer combination of
2sj elements

l =
1

2

N
∑

j=1

αj2sj , αj ∈ N.

We shall prove that for graph with weakly rationally dependent edges this combi-
nation is unique.

Among all periodic orbits there exist periodic orbits of length 2sj . Assume that
for some arbitraryj such orbit is a linear combination of the other edges and since
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d1, d2, . . . , dn are rationally independent it is enough to consider only rationally de-
pendent edges. For sake of notation clearness we will omit the first index in numbers
pij andqij as well as index atdi. Thus we have the following equation

2
pj

qj

d = α1
p1

q1
d + α2

p2

q2
d + . . . + αj−1

pj−1

qj−1
d + αj+1

pj+1

qj+1
d + . . . + αn

pn

qn

d (14)

2
pj

qj

=
α1p1q2 . . . qj−1qj+1 . . . qn + . . . + αnq1q2 . . . qj−1qj+1 . . . qn−1pn

q1q2 . . . qj−1qj+1 . . . qn

2pjq1 . . . qj−1qj+1 . . . qn = α1p1q2 . . . qn + . . . αj−1q1q2 . . . pj−1qj . . . qn

+ αj+1q1q2 . . . qjpj+1 . . . qn + . . . αnq1q2 . . . qn−1pn.

Let us compare both sides of the previous equation, one by one, modulo each of
q1, q2, . . . , qj−1, qj+1, . . . , qn, thus giving the following system of equations







































0 = α1p1q2 . . . qn (mod q1)
...

0 = αj−1q1q2 . . . pj−1qj . . . qn (mod qj−1)
0 = αj+1q1q2 . . . qjpj+1 . . . qn (mod qj+1)

...
0 = αnq1q2 . . . qn−1pn (mod qn)

Since allqi are mutually prime andpi/qi are proper fractions, the only solution to
this system of equations isαi = 0 (mod qi) for all i = 1, 2, . . . , j − 1, j + 1, . . . , n. It
means that all elements on the right hand side of (14) are nonnegative integers, while
the left hand side of the same equation is an integer if and only if j = 1 or j = 2 (then
p1 = q1 = 1 or, respectively,q2 = 2 andp2 = 3).

In the first case, the left hand side is equal2, while at the same time the right hand
side is either0 or is strictly greater than2. In the second case, the left hand side is
equal to3, while the right hand side is equal toα1 + r, wherer is either0 or is strictly
greater than3. Thus, to fulfill equation (14),r has to be0 andα1 has to be3. This is,
however, impossible — since there is exactly one periodic orbit of length3 (consisting
of double edge of lengthp2

q2
= 3

2 ).
Thus we have proven that the set{2sj} wheresj are lengths of all edges in the

graphΓ form the basis for all lengths of periodic orbits.
Hence we have determined all lengths of edges if these edges are weakly rationally

dependent.¤

Lemma 8. Assume that the metric graphΓ has weakly rationally dependent edges.
Then the graphΓ can be reconstructed from the setsD = {dj} and the reduced length
spectrumL′.
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PROOF. As we have just shown in Lemma 7, from reduced length spectrumL′

one can obtain lengths of all edges in graphΓ with weakly rationally dependent edges.
Following Lemma 2 we can deduce that the reduced length spectrum L′ contains at
least the shortest orbit formed by any two neighbouring edges ∆j and∆k i.e. 2(dj +
dk). Thus we can identify all neighbours of each edge. The algorithm of reconstruction
the graphΓ will be the same as in proof of Lemma 4 in part where we reconstruct
components ofΓ∗. ¤

Theorem 9. The spectrum of a Laplace operator on a metric graph determines the
graph uniquely, provided that:

• the graph is clean, finite, simple and connected,

• the edges are weakly rationally dependent.

PROOF. The spectrum of the operator determines the left-hand side of the trace
formula (10). Formula (11) shows that the spectrum of the graph determines the total
length of the graph and the reduced length spectrum. Lemma 7 implies that the lengths
of all edges can be extracted from this quantities under the conditions of the theorem.
It follows from Lemma 8 that the whole graph can be reconstructed.¤
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Paper III





Geometric properties of quantum graphs and vertex
scattering matrices∗

Pavel Kurasov and Marlena Nowaczyk

ABSTRACT. Differential operators on metric graphs are investigated. It is proven that
vertex boundary conditions can be successfully parameterized by the vertex scattering
matrix at the energy equal to1. Connectivity and high energy asymptotics are investi-
gated in detail. The trace formula is proven for energy independent vertex scattering
matrices. Two new families of boundary conditions are investigated: hyperplanar Neu-
mann and Dirichlet conditions. It is proven that the Euler characteristic ofthe metric
graph can be determined from the spectrum of the Laplace operator with the boundary
conditions from any one of these classes.

1. Introduction

Quantum graphs is a rapidly developing area of research in mathematical physics with
important prospective applications in nanotechnology andmodern engineering, which
was started in the 80-ies [4; 3]. Probably there is no necessity to explain the impor-
tance of such studies for the readers of the current volume. From the mathematical
point of view this is exactly the area of research where ordinary and partial differential
equations meet each other, in other words where methods developed originally for or-
dinary and partial differential equations are used simultaneously. In the current article
we study differential operators on metric graphs coupled byboundary conditions at the
vertices. These operators are studied using methods of spectral analysis of self-adjoint
operators concentrating on the relations between their spectral properties and geomet-
ric structure of the underlying graph. To calculate an eigenfunction of such an operator
one needs to solve first a certain ordinary differential equation on every edge sepa-
rately, but solutions on different edges are connected through the boundary conditions
and thus remind us about partial differential equations.

∗Submitted to Proceedings ofQuantum Graphs, their Spectra and Applications2-5 April 2007, Cam-
bridge.
1991 Mathematics Subject classification.Primary 35R30, 47A10, 81U40, 81Q10.
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cussions and references and Isaac Newton Institute in Cambridge for hospitality and stimulating atmosphere
during the semester on Quantum graphs.
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In a series of papers [13; 11; 12] it was proven that the spectrum in the case of a
compact graph determines the Euler characteristic of the underlying graph as well as
the number of connected components in the special case of so-called standard boundary
conditions at the vertices. The main analytic tool developed there is celebrated trace
formula proposed independently by J.-P. Roth [15] and B. Gutkin and U. Smilansky
[5]. The aim of the current article is to develop this approach further in order to include
most general boundary conditions at the vertices. Therefore the first part of the article is
devoted to the discussion of most general boundary conditions at the vertices including
studies of their high-energy asymptotics. In order to make our presentation clear only a
star graph is considered in the first part. During these studies we found it useful to use
a new parametrization of such boundary conditions by the matrix S, which is nothing
else than the vertex scattering matrix for the energy equal to 1. The advantage of this
parametrization is that it is unique and that the parameter has clear physical interpre-
tation. This parametrization reminds very much of Harmer’sparametrization, which is
unique as well, but the parameter used there has not been given clear interpretation so
far. We establish connection with classical (for the area ofquantum graphs) Kostrykin-
Schrader’s and Kuchment’s parameterizations of boundary conditions. We investigate
the high energy asymptotics of the corresponding vertex scattering matrix proving that
the limit always exists and coincides with a certain matrix which may be obtained
by choosing the boundary conditions in a special way, so thatthe corresponding vertex
scattering matrix does not depend on the energy. The set of all such energy independent
vertex scattering matrices is characterized and relationswith known parameterizations
are established. The corresponding boundary conditions wecall non-resonant.

In section 6. all properly connecting boundary conditions are classified which al-
lows us to establish the correspondence between the families of boundary conditions
and connectivity of the underlying graph. Studies of the high energy asymptotics
lead us to the notion of asymptotically properly connectingboundary conditions - the
boundary conditions leading to scattering matrices with proper limit at high energies.
As we have already mentioned the high energy limit of every vertex scattering matrix
coincides with a certain energy independent vertex scattering matrix. It might happen
that even if the original boundary conditions are properly connecting, the boundary
conditions corresponding to the limit (energy independent) matrix are not, which leads
to spectral asymptotics reminding of the graphs with different connectivity than the
underlying graph. The family of boundary conditions leading to asymptotically con-
necting boundary conditions is characterized. In particular we select two families of
boundary conditions: hyperplanar Neumann and Dirichlet conditions (see Definitions
18 and 19). The first family is a direct generalization of standard boundary condi-
tions. The second family generalizes the so-calledδ′s boundary conditions considered
by P. Exner [2] and P. Kuchment [10].

In the second part of the article arbitrary finite compact graphs are considered.
The corresponding Laplace operator is defined on the domain of functions satisfying
boundary conditions at the vertices that are properly connecting and lead to energy
independent vertex scattering matrices. These operators have pure discrete spectrum
consisting of eigenvalues tending to+∞. Following methods developed in [15; 5; 13;
12] we prove the trace formula for arbitrary boundary conditions leading to energy
independent vertex scattering matrices. This formula connect the set of eigenvalues
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(the energy spectrum) with the set of periodic orbits on the metric graph (the length
spectrum), but includes so-called spectral and algebraic multiplicities of the eigenvalue
zero. The first number is just the multiplicity of the eigenvalue zero whereas the second
number is the multiplicity of the eigenvalue given by the characteristic equation used in
the derivation of the trace formula. These numbers may be different and the Section 8.
is devoted to calculation of these numbers for the special case of hyperplanar Neumann
and Dirichlet conditions at the vertices. Both the spectraland algebraic multiplicities
of the eigenvalue zero can be calculated from the spectrum. The first number is trivially
given as multiplicity ofλ = 0, the second number is determined by the asymptotics
of the spectrum. It appears that for connected graphs these two numbers determine the
Euler characteristic of the metric graph and therefore makes it possible to determine
which sort of boundary conditions (hyperplanar Neumann or Dirichlet conditions) at
the vertices is used to define the operator.

2. Star graph

In this and following sections we are going to discuss how to write boundary conditions
at a vertex so that they connect properly together differentedges meeting at this vertex.
In order to make our presentation clear we study the star graph having in mind to
generalize our consideration later for more complicated graphs.

Let us consider a star graphΓ with vm semi-infinite nodes∆j = [0,∞), j =
1, 2, . . . , vm, connected at one vertexVm with valencevm (equal to the number of
edges connected at the vertex). Consider the Hilbert space of square integrable func-

t
ψ1(x)¢

¢
¢
¢
¢
¢ψ2(x)

A
A

A
A

A
A ψ3(x)

¢
¢

¢
¢

¢
¢

. . .

A
A
A
A
A
A

ψvm
(x)

Vm

tions onΓ
H ≡ L2(Γ) = ⊕vm

n=1L
2([0,∞)). (1)

The Laplace operator onΓ is the sum of second derivative operators on each interval
∆j ,

L = ⊕vm

j=1

(

− d2

dx2

)

. (2)

This differential expression does not determine the self-adjoint operator uniquely. Two
differential operators inL2(Γ) are naturally associated with the differential expression
(2): the minimal operator with the domainDom (Lmin) = ⊕vm

j=1C
∞
0 ((0,∞)) and the
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maximal operatorLmax with the domainDom (Lmax) = ⊕vm

j=1W
2
2 ((0,∞)), where

W 2
2 denotes the Sobolev space. The operatorLmin is symmetric andLmax is its adjoint:

Lmax = L∗
min.

All self-adjoint operators associated with (2) can be obtained by extending the min-
imal operator to a subspace in the domain ofLmax. Every such subspace can be de-
scribed using certain boundary conditions connecting boundary values of the functions
onΓ at the vertex.

Such self-adjoint extensions can be described using von Neumann formulas tak-
ing into account thatLmin is symmetric and has deficiency indices(vm, vm). But
parametrization via boundary conditions appears more appropriate due to its local char-
acter.

Another parametrization of extensions ofLmin can be obtained using Lagrangian
planes. Consider the boundary form:

B[ϕ,ψ] = 〈Lmaxϕ,ψ〉 − 〈ϕ,Lmaxψ〉 =

vm
∑

j=1

(∂nϕj(0)ψj(0) − ϕj(0)∂nψj(0))

which gives a sesquilinear symplectic form in the finite dimensional space of boundary
valuesC2vm . Then all Lagrangian planes̟ i.e. subspaces ofC2vm such thatϕ,ψ ∈ π,
B[ϕ,ψ] = 0 and are maximal, describe all extensions ofLmin to self-adjoint operator
L̟, so thatDom(L̟) = {ϕ ∈ Dom(Lmax) : (ϕϕϕ(0), ∂nϕϕϕ(0)) ∈ ̟}, whereϕϕϕ, ∂nϕϕϕ
denote the vectors of boundary values forϕ and its normal derivative at the vertexVm.

3. Boundary conditions via the vertex scattering matrix

In the current section we are going to show that the boundary conditions at any vertex
can be parameterized in the unique way by a certain unitary matrix. Our approach is
a slight modification of that by M. Harmer [6], the advantage of our parametrization is
that the parameter matrixS coincides with the value of the vertex scattering matrix at
k = 1 (this explains our notation as well).

Theorem 1. The family of self-adjoint extensions of the minimal operator Lmin can
uniquely be parameterized by an arbitraryvm × vm unitary matrix S, so that the
operatorL(S) is the restriction ofLmax = L∗

min to the set of functions satisfying the
boundary conditions

i(S − I)ψψψ(Vm) = (S + I)∂nψψψ(Vm) (3)

Proof. As a first step we will determine the deficiency indices for theoperatorLmin.
Let λ be an arbitrary parameter in the upper half-plane, i.e.Im λ > 0. Every deficiency
elementg(λ) is a solution to(Lmax − λ)g(λ) = 0. It is easy to see that the deficiency
subspaceNλ̄ is spanned by{gj(λ)} given by:

gj(λ) =

{

ei
√

λx for x ∈ ∆j ,
0 otherwise.
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Similarly we can introduce a functiongj(λ̄) = gj(λ) as a solution to the equation
(Lmax − λ̄)g(λ) = 0 and the deficiency subspaceNλ = span{gj(λ̄)}. As we can
see from the form of solutionsgj(λ) each of the spacesNλ andNλ̄ is spanned by
exactlyvm functions, thus the deficiency indices are(vm, vm). Moreover any element
ψλ̄ ∈ Nλ̄ can be written asψλ̄ =

∑vm

j=1 ψjgj(λ) and similarlyψλ ∈ Nλ asψλ =
∑vm

j=1 ψjgj(λ̄).
Every functionψ from Dom(Lmax) can be written in the form:

ψ = ψ̃ + ψλ + ψλ̄, where ψ̃ ∈ Dom(Lmin), ψλ ∈ Nλ, ψλ̄ ∈ Nλ̄

and the sum is direct.
Consider a unitary operatorW mappingNλ̄ ontoNλ; W : Nλ̄ → Nλ and the

matrixW representing the operatorW in the bases{gj(λ)} ⊂ Nλ̄ and{gj(λ̄)} ⊂ Nλ.
Then any self-adjoint extension ofLmin can be described as a restriction ofLmax to
the set of functions possessing the following representation

ψ = ψ̃ + (W − I)ψλ̄,

whereψ̃ ∈ Dom(Lmin) andψλ̄ ∈ Nλ̄. In other words

Dom(L(W)) = Dom(Lmin)+̇(W − I)Nλ̄.

Then the boundary values at the vertex of any such function can be calculated

ψψψ(Vm) = (W − I)ψψψλ̄(Vm),

∂nψψψ(Vm) = i(
√

λW +
√

λ̄I)ψψψλ̄(Vm).
(4)

Comparing (4) and (3) we conclude that the matrixS has to satisfy the equation

(S − I)(W − I) = (S + I)(
√

λW +
√

λ̄I).

Therefore the relation between the matrixS describing the boundary conditions and
the unitary matrixW used in von Neumann parametrization is

S =
W − I + (

√
λW +

√
λ̄I)

W − I − (
√

λW +
√

λ̄I)
.

Note that the matrixW − I − (
√

λW +
√

λ̄I) is invertible. Suppose that

(W − I − (
√

λW +
√

λ̄I))ϕ = 0

for someϕ ∈ Nλ̄. Then

(1 −
√

λ)Wϕ = (1 +
√

λ̄)ϕ.

SinceW is unitary andϕ in nonzero then||Wϕ|| = ||ϕ|| 6= 0. Thus comparing the
norm on both sides of the last equation we obtain

|1 −
√

λ| = |1 +
√

λ̄|
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which is false sinceIm λ > 0.
Moreover the matrixS is unitary, sinceW is unitary

S∗ =
W−1 − I + (

√
λ̄W−1 +

√
λI)

W−1 − I − (
√

λ̄W−1 +
√

λI)
=

I − W + (
√

λ̄I +
√

λW )

I − W − (
√

λ̄I +
√

λW )
= S−1.

We have proven that any self-adjoint extension can be described by (3) with a uni-
taryS. Let us show thatS can be chosen arbitrarily. Really we have that

W =
S − I +

√
λ̄(S + I)

S − I −
√

λ(S + I)

and every suchW is unitary, provided thatS is unitary. This parametrization is obvi-
ously unique.

As we already mentioned the advantage of parametrization (3) is that there is a
one-to-one correspondence between the unitary matricesS and self-adjoint extensions
of Lmin. Let us have a look at few intensively used families of boundary conditions.
EXAMPLE 1.Standard boundary conditions. For standard boundary conditions the
matrixS should be chosen equal to

S =









2−vm

vm

2
vm

. . . 2
vm

2
vm

2−vm

vm

2
vm

. . .
2

vm

2
vm

2−vm

vm









.

Then

S − I =











2(1−vm)
vm

2
vm

2
vm

2
vm

2(1−vm)
vm

2
vm

. . .
2

vm

2
vm

2(1−vm)
vm











, S + I =









2
vm

2
vm

2
vm

2
vm

2
vm

2
vm

. . .
2

vm

2
vm

2
vm









Subtracting the first equation in (3) from other ones we obtain that the functionsψ is
continuous and the sum of its normal derivatives is equal to zero.

Let us establish the connection between the matrixS appearing in the boundary
conditions and the vertex scattering matrixSv(k). SinceS is an unitary matrix let us
denote its eigenvalues and eigenvectors byeiθj andφj respectively (θj ∈ R, 〈φi, φj〉 =
δij , j = 1, . . . , vm). ThenS possesses the following spectral representation:

Sψ =

vm
∑

j=1

eiθj 〈ψ, φj〉φj . (5)

In what follows the subspaces

N±1 = ker (S − (±I)), (6)

are going to play very important role.
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To introduce the vertex scattering matrix let us first consider the solutions to the
differential equation

− d2

dx2
ψ(x) = k2ψ(x),

which satisfy conditions (3) at the vertex. Solution to the differential equation can be
written in the basis of incoming and outgoing waves as follows

ψj(x) = bje
−ikx + aje

ikx, x ∈ ∆j . (7)

The relation between the vectors of waves’ amplitudesaaa andbbb is given by the vertex
scattering matrixSv(k): aaa = Sv(k)bbb. The scattering matrix has to be chosen so that
the function in (7) satisfies the boundary conditions at the vertex. The values of the
functions and of normal derivatives at the vertex are:

ψψψ(Vm) = bbb + aaa = bbb + Sv(k)bbb

and
∂nψψψ(Vm) = −ikbbb + ikaaa = −ikbbb + ikSv(k)bbb.

After substitution into equation (3) we obtain

i(S − I)(I + Sv(k)) = ik(S + I)(−I + Sv(k))

and then

Sv(k) =
k(S + I) + (S − I)

k(S + I) − (S − I)
, k 6= 0. (8)

Similarly as in the last proof we can show that the matrix appearing in the denominator
is invertible, soSv(k) is well defined. From equation (8) we can easily observe that
Sv(1) = S. This is the reason for us to choose parametrization (3).

Let us show that the matrixSv(k) is unitary for any realk 6= 0 :

Sv(k)S∗
v (k) =

k(S + I) + (S − I)

k(S + I) − (S − I)
· k(S∗ + I) + (S∗ − I)

k(S∗ + I) − (S∗ − I)
= I

Hence we have shown that all boundary conditions at a vertex leading to self-adjoint
extensions ofLmin can be described by the matrixS equal toSv(1), whereSv(k) is
a unitary vertex scattering matrix. We would like to point out that in 2000 Kostrykin
and Schrader ([8], Theorem 1.) showed that the knowledge ofSv(k0) for some fixed
energy parameterk0 allows one to calculateSv(k) for any arbitraryk, and therefore
determines the boundary conditions at the vertex.

4. Different parameterizations of boundary conditions

The research on boundary conditions and self-adjoint operators on graphs goes back
to 80-ies to works of B. Pavlov and N. Gerasimenko [4] and of P.Exner and P.̌Seba [3]
and is described in details by P. Kuchment in [10]
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4.1. Kostrykin-Schrader’s parametrization

In 1999 Kostrykin and Schrader [7] gave a full description how all self-adjoint ex-
tensions can be obtained from local boundary conditions. Let A andB be vm × vm

matrices then all boundary conditions at the vertex can be described in the following
way:

Aψψψ(Vm) + B∂nψψψ(Vm) = 0 (9)

whereψψψ is thevm-dimensional vector of functions and∂nψψψ - of normal derivatives
defined on edges of the graphΓ.

Proposition 2 (Kostrykin, Schrader). All self-adjoint extensions of the minimal op-
eratorLmin are described by the boundary conditions (9) whereA andB arevm×vm

matrices with the following properties:

1. thevm × 2vm matrix (A,B) has maximal rankvm,

2. the matrixAB∗ is Hermitian.

Notice that parametrization of boundary conditions in equation (9) with matricesA
andB is not unique . One can take any arbitrary invertible matrixD and use matrices
A′ = DA andB′ = DB instead ofA andB. These matrices determine the same
Lagrangian plane of boundary values.

The parametrization via vertex scattering matrixSv(k) presented in the previous
section is unique. Moreover to describe properties of boundary conditions and there-
fore self-adjoint extensions we will investigate properties of only one matrixSv(k).

The boundary conditions (9) can be rewritten as:

A(bbb + Svbbb) + B(−ikbbb + ikSvbbb) = 0.

Hence the relation between the scattering matrixSv(k) and the matricesA andB (see
[8]) is

Sv(k) = −(A + ikB)−1(A − ikB) (10)

and in particular
S = Sv(1) = −(A + iB)−1(A − iB). (11)

4.2. Harmer’s parametrization

Another parametrization of boundary conditions using onlyone unitary matrixU and
which is unique was proposed by Harmer in 2000 [6]

−i(U + I)ψψψ(Vm) + (U − I)∂nψψψ(Vm) = 0. (12)

In this parametrization the unitary matrix again does not coincide with the unitary
matrix appearing in von Neumann formulas. One may obtain this parametrization from
(3) just by putting

S = −U.

The only advantage of the parametrization via the matrixS is that it has clear meaning
being the vertex scattering matrix fork = 1.
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4.3. Kuchment’s parametrization

In 2004 Kuchment has noticed that boundary condition (9) canbe rewritten equiv-
alently as two conditions which use orthogonal projection on ker B. This makes
Kostrykin-Schrader’s parametrization unique.

Proposition 3 (following Corollary 5 in [10]). Let (A,B) has maximal rank and
AB∗ be Hermitian matrix. Then the boundary condition (9) is equivalent to the pair of
conditionsPM⊥ψψψ = 0 andLPMψψψ+PM∂nψψψ = 0, wherePM is orthogonal projection
onto spaceM = (Ker B)⊥, PM⊥ is the complementary projector, andL is the self-
adjoint operatorB−1A.

The operatori Ŝ−I

Ŝ+I
, whereŜ = PN⊥

−1
SPN⊥

−1
, in N⊥

−1 is hermitian. It follows that
we get Kuchment’s parametrization by taking

M = N⊥
−1 and L = i

PN⊥
−1

SPN⊥
−1

− I

PN⊥
−1

SPN⊥
−1

+ I
.

5. High energy asymptotics and energy independent
scattering matrices

For the studies of spectral asymptotics it is necessary to investigate the high energy
behavior of the vertex scattering matrix.

Let us remind that the unitary matrixS possesses the spectral representation (5) and
that the vertex scattering matrixSv(k) is given by (8). Then we obtain the following
representation for the matrixSv(k):

Sv(k)ψ =

vm
∑

j=1

k(eiθj + 1) + (eiθj − 1)

k(eiθj + 1) − (eiθj − 1)
〈ψ, φj〉φj

=
∑

j:θj=π

(−1)〈ψ, φj〉φj +
∑

j:θj=0

1〈ψ, φj〉φj +
∑

j:θj 6=π,0

k(eiθj +1) + (eiθj− 1)

k(eiθj +1) − (eiθj− 1)
〈ψ, φj〉φj .

(13)
SinceS is unitaryN1 andN−1 are orthogonal to each other; ifS has no other eigenval-
ues, thenN1 ⊕ N−1 = C

vm . Formula (13) implies that the eigenvalues±1 are stable,
whereas all other eigenvalues depend onk. The properties of this representation for
Sv(k) gives us immediately the following two theorems.

Theorem 4. The scattering matrixSv(k) is energy independent if and only if the pa-
rameter matrixS has just eigenvalues1 and−1, i.e. iff boundary conditions (3) take
the form

PN1
∂nψψψ(Vm) = 0, PN−1

ψψψ(Vm) = 0, (14)

whereN1 ⊕ N−1 = C
vm .

Proof. Observe that whenθj 6= π andθj 6= 0, the eigenvalues given by the fraction
k(eiθj +1)+(eiθj−1)

k(eiθj +1)−(eiθj −1)
do depend onk. ThereforeS(k) does not depend onk if and only

if the unitary matrixS has eigenvalues1 and−1 only.
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Compare the conditions (14) with Kuchment’s parametrization in Proposition 3.
Notice also the connection betweenS + I andB (take into account equation (3) and
(9)).

We would like to mention here Datta [1] and Taniguchi and Büttiker [16] who at
the beginning of 90-ies solved one explicit example of energy independent scattering
matrix for junction of3 wires. The Theorem 4 has been proven by Kostrykin and
Schrader in [9].

Boundary conditions leading to energy independent vertex scattering matrices are
going to play an important role in our studies.

Definition 5. Vertex boundary conditions are callednon-resonantiff the correspond-
ing vertex scattering matrix is energy independent.

The main motivation for this definition is that all other boundary conditions lead to
vertex scattering matrices having singularities.

Theorem 6. Ask → ∞ the vertex scattering matrix tends to the energy independent
vertex scattering matrix

Sm,∞
v =

∑

j:θj=π

(−1)〈·, φj〉φj +
∑

j:θj 6=π

〈·, φj〉φj ≡ −PN−1
+ PN⊥

−1
, (15)

whereN−1 is the eigensubspace forS (and hence for allS(k)). In addition it holds

Sm
v (k) = Sm,∞

v + O(1/k), ask → ∞.

Proof. Notice that forθj 6= π each of the eigenvaluesk(eiθj +1)+(eiθj−1)

k(eiθj +1)−(eiθj −1)
tends to1 as

k tends to infinity. Moreover it holds

k(eiθj + 1) + (eiθj − 1)

k(eiθj + 1) − (eiθj − 1)
= 1 + O(1/k), as k → ∞.

Hence the limit ofSm
v (k) is the matrixSm,∞

v with eigenvalues1 and−1 only. By
preceding theorem,Sm,∞

v is an energy independent vertex scattering matrix.

This theorem is a modification of the result already proved byHarmer in [6] and
implies that for high energies every vertex scattering matrix tends to a certain scattering
matrix corresponding to non-resonant boundary conditions.

6. Vertex scattering matrix and connectivity

In this section we will discuss under which additional conditions (beyond unitarity)
the matrixS do connect all end points meeting at the vertexVm. The only require-
ment we introduced so far is that the boundary conditions (3)connect together only
boundary values corresponding to the same vertex. But it might happen that the end
points meeting at certain vertexVm can be divided into two nonintersecting classes
Vm = Vm1

∪ Vm2
so that boundary conditions (3) connect together the boundary val-

ues atVm1
andVm2

separately. Such boundary conditions do not correspond to the
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vertexVm but rather to two (independent) verticesVm1
andVm2

. In other words, if
the vertexVm can be chopped into two vertices so that the boundary conditions are
preserved, then such conditions are not properly connecting and should be excluded
from our consideration if no special reason exists. This problem has been discussed in
details in [14], [8], but we describe this problem using the parametrization via the ma-
trix S. Due to uniqueness of this parametrization the discussion becomes much more
transparent.

For energy dependent vertex scattering matrices we are meeting another interest-
ing effect. It might happen that the corresponding boundaryconditions are properly
connecting, but the boundary conditions corresponding to the limit scattering matrix
Sm,∞

v are not, but it is the limit scattering matrix that is important in calculating spec-
tral asymptotics. Therefore we shall also define asymptotically properly connecting
boundary conditions, but let us consider one example first.
EXAMPLE 2. Let the graphΓ be a loop formed by just one edge∆1 = [−π, π] with
the endpoints−π andπ connected at the vertexV1. Consider the boundary conditions

{

ψ(−π) = −∂nψ(+π)
ψ(π) = −∂nψ(−π)

,

which are clearly properly connecting and correspond toS =

(

0 i
i 0

)

. The vertex

scattering matrix can be calculated using (8)

S1
v(k) =







k2 − 1

k2 + 1

2ik

k2 + 1
2ik

k2 + 1

k2 − 1

k2 + 1







and it tends to the unit matrix ask → ∞. The boundary conditions corresponding to
unit scattering matrix are just Neumann boundary conditions ∂nψ(−π) = ∂nψ(π) =
0, which do not connect the values at±π together.

Let us summarize our discussion by giving the following definition

Definition 7. Vertex boundary conditions are calledproperly connecting iff the vertex
cannot be divided into two (or more) vertices so that the boundary conditions connect
together only boundary values belonging to each of the new vertices. Vertex bound-
ary conditions are calledasymptotically properly connecting iff the limit scattering
matrixS∞

v corresponds to certain properly connecting boundary conditions.

Characterization of all properly connecting boundary conditions via the matrixS
is rather straightforward, which is due to the uniqueness ofour parametrization of
boundary conditions.

Theorem 8. Boundary conditions (3) are properly connecting iff the unitary matrixS
cannot be turned into block-diagonal form by permutation ofthe basis vectors.

Proof. Assume thatS is block-diagonal after some permutationσ,

σSσ−1 =

(

S1 0
0 S2

)

(16)
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whereS1 andS2 are unitary matrices inCv1 andC
v2 respectively,v1 + v2 = vm. Let

us separate the end points forming the vertexVm = {xjl
}vm

l=1 into two classesV1 and
V2 : Vm = V1 ∪ V2. The permutationσ can be considered acting on the end points
from Vm. Let us denote byV1 the union of end-points that after permutationσ occupy
the firstv1 positions, and byV2 - the union of all other end-points. Then it is natural
to consider the vectors of boundary values atV1 andV2 separately, since the boundary
conditions (16) can be written as

{

i(S1 − I)ψψψ(V1) = (S1 + I)∂nψψψ(V1),
i(S2 − I)ψψψ(V2) = (S2 + I)∂nψψψ(V2),

(17)

and obviously connect only values ofψψψ(V1) with ∂nψψψ(V1) and separatelyψψψ(V2) with
∂nψψψ(V2).

Assume now that boundary conditions at a certain vertexVm are not properly con-
necting. Then the vertexVm can be divided into two verticesV1 andV2 and the bound-
ary conditions connect together only boundary values corresponding to each new ver-
tex. Therefore boundary conditions can be written in the form (17), which leads to
block diagonal form of the matrixS corresponding to the original vertexVm.

We are going to study in more details the relation between theproperly connecting
boundary conditions and the spaceN−1. In order to do this we will need the notion of
coordinate subspace- any subspace inCn spanned by a certain number of basic vectors
from the standard basis inCn, but does not coincide withCn. This is a straightforward
generalization of the notion of coordinate planes inR

3. We say that a subspaceN is
perpendicularto a coordinate subspaceK iff PKN ⊂ N ∩ K andPNK ⊂ N ∩ K,
whereP denotes the orthogonal projection.

Theorem 9. The non-resonant boundary conditions corresponding to thematrixS are
properly connecting iffN−1 is not perpendicular to any coordinate subspace.

Proof. Let K denote some coordinate subspace ofC
vm andK⊥ - its orthogonal com-

plement. Assume thatN−1 is perpendicular toK. ConsiderPKN−1 ≡ N1
−1 ⊂ K and

similarly PK⊥N−1 ≡ N2
−1 ⊂ K⊥ (whereK⊥ is also a coordinate subspace). Take

S1 = IK − 2PN1
−1

a unitary matrix inK andS2 = IK⊥ − 2PN2
−1

a unitary matrix in

K⊥. Then we have thatCvm = K ⊕K⊥ andS = S1 ⊕ S2, i. e. S is a block-diagonal
matrix after certain permutation of coordinates. ThusS is not properly connecting.

Assume thatS is not properly connecting then it has a block-diagonal structure after
a certain permutation of coordinates, i. e.S = S1⊕S2 whereS1 is a unitary matrix in a
certain coordinate subspaceK andS2 is a unitary matrix inK⊥. ThenN−1 possesses
the representation:N−1 = N−1(S

1) ⊕ N−1(S
2). And hencePKN−1 = N−1(S

1),
i.e. N−1 is perpendicular toK.

This theorem can be generalized to describe all asymptotically properly connecting
boundary conditions using the fact that the subspaceN−1 is stable forSv(k).

Theorem 10. The boundary conditions are asymptotically properly connecting iffN−1

is not perpendicular to any coordinate subspace.
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Proof. By Theorem (6) the limit of the scattering matrixSv(k) is a certain energy inde-
pendent scattering matrixS∞

v , which has the same eigensubspaceN−1. Then current
theorem follows from Theorem (9).

The energy independent scattering matrixSVm
is not properly connecting for ex-

ample in the following two cases:

1. N1 = {0}, N−1 = C
vm , which corresponds to Dirichlet boundary conditions at

the endpoints forming the vertex;

2. N1 = C
vm , N−1 = {0}, which leads to the Neumann boundary conditions at

the endpoints forming the vertex.

Clearly these boundary conditions are not properly connecting and correspond to the
case where the vertexVm is maximally decomposed.

On the other hand it is possible to define the following two important families of
properly connecting non-resonant boundary conditions:

1. Hyperplanar Neumann conditions - defined by a certain vectorwwwm ∈ C
vm

with all components different from zero
{

ψψψ(Vm) ‖ wwwm,
∂nψψψ(Vm) ⊥ wwwm . (18)

2. Hyperplanar Dirichlet conditions - defined by a certain vectoruuum ∈ C
vm with

all components different from zero
{

ψψψ(Vm) ⊥ uuum,
∂nψψψ(Vm) ‖ uuum . (19)

These boundary conditions correspond to the case where one of the subspacesN1 and
N−1 is one dimensional. For hyperplanar Dirichlet conditionsN−1 is spanned byuuum

and, since all components ofuuum are different from zero,N−1 is not perpendicular to
any coordinate subspace. For Neumann conditions it isN1 that is spanned bywwwm and
againN1, and thereforeN−1 as well, is not perpendicular to any coordinate subspace.
It follows that both hyperplanar Neumann and Dirichlet conditions are non-resonant
properly connecting boundary conditions. In the case of vertex formed by one end
point hyperplanar Neumann and Dirichlet conditions reduceto classical Neumann and
Dirichlet conditions respectively, which motivates theirname. The word ”hyperplanar”
reflects the fact that one of the corresponding subspacesN1 or N−1 has codimension1.
Note that if the vectorwwwm is chosen equal to(1, 1, ..., 1), then hyperplanar Neumann
conditions coincide with the standard boundary conditions(which are sometimes called
Neumann conditions in the literature).

7. Trace formula for non-resonant boundary conditions

The trace formula connects together the spectrum of a quantum graph and the set of
periodic orbits for the underlying metric graph. It was firstsuggested independently
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by J.-P. Roth and B. Gutkin and U. Smilansky [15; 5]. In 2005 the authors provided a
rigorous proof of this formula [13] discovering important relations with the Euler char-
acteristic of the graph [11]. For considered there standardboundary conditions it was
used that the vertex scattering matrixSv is independent of the energy. Thus one can
easily generalize the proof of the trace formula for any Laplace operator on a metric
graph with any properly connecting non-resonant boundary conditions. The only diffi-
culty appears when one tries to calculate the spectral and algebraic multiplicities of the
zero eigenvalue.

Let L be the Laplace operator on a metric graphΓ formed byN edges connected
at M verticesVm of valencevm and havingC connected components. The set of
all edges will be denoted byE = {∆1, . . . ,∆N}, ∆j = [x2j−1,x2j

] and the set of
verticesV = {V1, . . . VM} is a partition of the set of endpoints{xj}2N

j=1. The maxi-
mal Laplace operatorLmax is defined on the Sobolev spaceW 2

2 (Γ \ V ). Consider the
vectors of boundary values and normal partial derivatives associated with each vertex
Vm, i. e.vm-dimensional vectorsψψψ(Vm) and∂nψψψ(Vm) with componentsψ(xj) and
∂nψ(xj) respectively forxj ∈ Vm. Then the boundary form of the maximal Laplace
operator operator is given by

〈Lmaxψ,ψ〉 − 〈ψ,Lmaxψ〉 =
∑

Vm

(〈ψψψ(Vm), ∂nψψψ(Vm)〉 − 〈∂nψψψ(Vm),ψψψ(Vm)〉)

The theorems for a star graph can now be easily generalized for any arbitrary graphΓ.

Theorem 11. The family of self-adjoint restrictions ofLmax can be described by
boundary conditions connecting the boundary valuesψψψ = (ψψψ(V1), . . . ,ψψψ(VM )) and
∂nψψψ = (∂nψψψ(V1), . . . , ∂nψψψ(VM ))

i(S − I)ψψψ = (S + I)∂nψψψ. (20)

This boundary conditions are properly connecting iff they have the form

i(Sm − I)ψψψ(Vm) = (Sm + I)∂nψψψ(Vm), (21)

whereSm is a unitaryvm × vm matrix withN−1(S
m) not perpendicular to any coor-

dinate subspace inCvm .
The non-resonant boundary conditions are given by:

PNm
1

∂nψψψ(Vm) = 0, PNm
−1

ψψψ(Vm) = 0, (22)

whereNm
1 ⊕ Nm

−1 = C
vm .

Assume that the boundary conditions at the vertices are non-resonant. Then ev-
ery eigenfunctionψ(x, k), corresponding to the energyλ = k2 is a solution to the
differential equation

− d2

dx2
ψ(x, k) = k2ψ(x, k), (23)

on the edges, satisfying the boundary conditions (20) at thevertices. Fork 6= 0 every
solution to (23) can be written using either a basis of incoming or one of outgoing
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waves

ψ(x, k) = a2j−1e
ik|x−x2j−1| + a2je

ik|x−x2j | x ∈ ∆j = [x2j−1, x2j ].
= b2j−1e

−ik|x−x2j−1| + b2je
−ik|x−x2j |

(24)
The amplitudesaaa = {aj}2N

j=1 andbbb = {bj}2N
j=1 are related by the edge scattering matrix

bbb = Seaaa, whereSe(k) =







S1
e 0 . . .
0 S2

e . . .
...

...
.. .






, Sj

e(k) =

(

0 eikdj

eikdj 0

)

, (25)

wheredj are the lengths of the edge∆j . The amplitudes are also related by the vertex
scattering matrices, which are obtained from the requirement thatψ(x, k) satisfies (3).
For that purpose it is convenient to use the following representation for the solution to
(23), using only amplitudes related to every end pointxi from Vm

ψ(x, k) = aje
ik|x−xj | + bje

−ik|x−xj |

and corresponding vectorsaaam, bbbm ∈ C
vm of amplitudes. Then for allk 6= 0 the

boundary conditions (22) are equivalent to
{

PNm
−1

(aaam + bbbm) = 0,

PNm
1

(aaam − bbbm) = 0.
(26)

It follows thataaam andbbbm are related by the corresponding vertex scattering matrixSm
v

as follows
aaam = Sm

v bbbm, m = 1, 2, ...,M. (27)

The last equation implies that










aaa1

aaa2

...
aaaM











= Sv











bbb1

bbb2

...
bbbM











, with Sv =







S1
v 0 . . .
0 S2

v . . .
...

...
. . .






. (28)

Note that the matricesSe andSv possess the block representations (25) and (28) in
different bases. Clearly a vectoraaa determines an eigenfunction of the Laplace operator
if and only if the following equation holds

det (S(k) − I) = 0, whereS(k) = SvSe(k). (29)

The matrixS(k) is unitary for realk since it is a product of two unitary matrices. It is
easy to see that

‖ S(k) ‖< 1 for Imk > 0, and ‖ S
−1(k) ‖< 1 for Imk < 0, (30)

since the (independent ofk) matrixSv is unitary and the matrixSe(k) satisfy (30).
Equation (29) determines the spectrum ofL(Γ) with correct multiplicities for all

nonzero values of the energy, but the multiplicityma(0) of the zero eigenvalue given by
this equation, i.e. the dimension ofker (S(k) − I), to be calledalgebraic multiplicity,
may be different from the dimensionms(0) of the zero eigensubspace ofL(Γ), to be
calledspectral multiplicity.
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Theorem 12. (Trace formula) LetΓ be a compact finite metric graph with the total
lengthL and letL be the Laplace operator inL2(Γ) determined by properly connect-
ing non-resonant boundary conditions at the vertices. Thenthe following two trace
formulae establish the relation between the spectrum{k2

n} of L(Γ) and the setP of
closed paths on the metric graphΓ

u(k) ≡ 2ms(0)δ(k) +
∑

kn 6=0

(δ(k − kn) + δ(k + kn)) (31)

= (2ms(0) − ma(0))δ(k) +
L
π

+
1

2π

∑

p∈P
l(prim (p))

(

S(p)eikl(p) + S∗(p)e−ikl(p)
)

,

and √
2πû(l) = 2ms(0) +

∑

kn 6=0

2 cos knl (32)

= 2ms(0)−ma(0)+2Lδ(l)+
∑

p∈P
l(prim (p))

(

S(p)δ(l− l(p))+S∗(p)δ(l+ l(p))
)

,

where

• ms(0) and ma(0) are spectral and algebraic multiplicities of the eigenvalue
zero;

• p is a closed path onΓ;

• l(p) is the length of the closed pathp;

• prim (p) is one of the primitive paths forp;

• S(p) is the product of all vertex scattering coefficients along the pathp.

Proof. The proof follow step by step the proof of Theorem 2 from [11].

This theorem shows, that both spectral and algebraic multiplicities of the eigen-
value zero may be calculated from the spectrum of the Laplaceoperator: the spectral
multiplicity is trivially equal to the multiplicity ofλ = 0, the algebraic multiplicity
is determined by the spectral asymptotics. Therefore in thefollowing section we are
going to study spectral and algebraic multiplicites for different types of boundary con-
ditions.

8. Spectral and algebraic multiplicities of the ground
state for hyperplanar Neumann and Dirichlet condi-
tions

8.1. On the ground state eigenfunction

We show first, that every eigenfunction corresponding to thezero eigenvalue is piece-
wise constant.
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Lemma 13. LetL be the Laplace operator on a metric graph defined on the functions
satisfying non-resonant boundary conditions. Then every eigenfunction corresponding
to λ = 0 is a piecewise constant function.

Proof. Every such function is a solution to the equation−ψ′′(x) = 0 and therefore is
a piecewise linear function on every edge

ψ(x) = αjx + βj , x ∈ ∆j .

Consider the corresponding Dirichlet integral

∫

Γ

|ψ′(x)|2dx =

N
∑

j=1

|αj |2dj ≥ 0,

wheredj denotes the length of the edge∆j . On the other hand integrating by parts we
get

∫

Γ

ψ′(x)ψ′(x)dx = −
∫

Γ

ψ′′(x)ψ(x)dx −
∑

xj

∂nψ(xj)ψ(xj)

= −
M
∑

m=1

∑

xj∈Vm

∂nψ(xj)ψ(xj)

= −
M
∑

m=1

〈∂nψψψm,ψψψm〉Cvm = 0,

since for everyVm the vectorsψψψm and∂nψψψm belong to two mutually orthogonal sub-
spaces. Henceαj = 0 and every such function is piecewise constant.

8.2. Hyperplanar Neumann boundary conditions

In this subsection we will investigate in more details the hyperplanar Neumann bound-
ary conditions defined as (18). We shall calculate the spectral and algebraic multiplic-
ities of the eigenvalue0. Moreover we will need to consider two cases of hyperplanar
boundary conditions: consistent and inconsistent.

Consider a closed pathp of discrete lengthn(p). Every such path can be uniquely
defined by a sequence of endpoints(xl1 , xl2 , . . . , xl2n(p)

) that the path comes across,
wherexl2k

andxl2k+1
as well asxl2n(p)

andxl1 belong to the same vertex whilexl2k−1

andxl2k
are endpoints of the same edge.

Definition 14. We say that hyperplanar Neumann boundary conditions are consistent
iff for every closed pathp = (xl1 , xl2 , . . . , xl2n(p)

) it holds

n(p)
∏

k=1

w(xl2k
) =

n(p)−1
∏

k=0

w(xl2k+1
). (33)

Lemma 15. The spectral multiplicity of the eigenvalueλ = 0 of the Laplace operator
with consistent hyperplanar Neumann boundary conditions is equal to the numberC
of connected components ofΓ.
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Proof. Consider any connected graphΓ and assume that (33) holds. Letψ be any zero
energy eigenfunction. Lemma 13 implies thatψ is piecewise constant and therefore
the second condition in (18) for every vectorwww is trivially satisfied.

Choose any edge∆j and letψ(x)|x∈∆j
= 1. Let Vl be one of the two vertices that

∆j connects. Then the values ofψ on all the edges connected atVl can be calculated
since the vectorψψψ(Vl) is proportional towwwl and one of the coordinates is known. In this
way the values of the functionψ on all neighboring edges may be calculated and hence
on the whole graph, since it is connected.Condition (33) guarantees that no contradic-
tion occurs. Constructed in this wayψ is unique for any connectedΓ. It is clear that
suchψ cannot vanish on any edge, since all components of vectorswwwm are different
from zero.

For any not necessarily connectedΓ the number of linearly independent vectors is
then equal to the number of connected componentsC.

Lemma 16. The algebraic multiplicity of the eigenvalueλ = 0 of the Laplace operator
with consistent hyperplanar Neumann boundary conditions is equal to2C + N − M

Proof. The algebraic multiplicity ofλ = 0 is equal to the dimension of the space of
solutions to the system of equations (26) and (25) with

Sj
e(0) =

(

0 1
1 0

)

, j = 1, 2, . . . , N.

First of all the vectorbbb can be excluded leading to the following system onaaa:

{

aj + aj−(−1)j = αmwm(xj), xj ∈ Vm
∑

xj∈Vm
(aj − aj−(−1)j )wm(xj) = 0

m = 1, . . . ,M. (34)

The equations can be separated by introducing newN -dimensional vectorsfff andsss
wherefj = a2j −a2j−1 andsj = a2j +a2j−1. The valuesfj andsj can be interpreted
as flows and values of the eigenfunction on the edge∆j .

The equations onsj are just the same as the equations determining the functionψ
in Lemma 15. Therefore the dimension of corresponding set ofsolutions is justC as
before, since the conditions are consistent.

The equations onfj can be written as a “balance of flows”(see footnote 1 in [11]):

∑

j,x2j∈Vm

fj wm(x2j) =
∑

j,x2j−1∈Vm

fj wm(x2j−1). (35)

Consider the case whenΓ is a tree. Then on all loose edgesfj = 0, since hyper-
planar Neumann boundary conditions at loose endpoints are nothing else than usual
Neumann conditions. Considering the balance equation at any vertexVm connecting
togethervm − 1 loose edges, we conclude thatfj is equal to zero on every edge con-
nected only to the loose edges (remember that allwm(xj) are different from zero).
Continuing in this way we conclude that allfj are zero.

Consider now an arbitrary graphΓ. It can be turned into a forest (a sum of sev-
eral trees)T with the same number of connected components by deleting exactly
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g = N − M + C edges. Let us denote those edges by∆1,∆2, . . . ,∆g. For ev-
ery such edge denote bypj the shortest closed path onT ∪ ∆j . Let us prove that
there exists a solutionfff j supported just bypj . Assume for the sake of simplicity that
pj = (x1, x2, . . . , x2n(p)). and it runs through the verticesV1, V2, . . . , Vn(p). Then
boundary conditions at these vertices build a system of equations:















f1w
1(x2) = f2w

1(x3)
f2w

2(x4) = f3w
2(x5)

. . .

fn(p)w
n(p)(x2n(p)) = f1w

n(p)(x1)

.

Multiplying both sides we get the following relation

w1(x2)w
2(x4) . . . wn(p)−1(x2n(p)−2)w

n(p)(x2n(p))

w1(x3)w2(x5) . . . wn(p)−1(x2n(p)−1)wn(p)(x1)
= 1,

which is exactly the consistency relation (33) for the hyperplanar Neumann boundary
conditions. Therefore there exists a unique (up to multiplication by a constant) solution
fff j of (35) for each basic cyclepj in the graphΓ. Consider now

fff −
g

∑

j=1

sj fff j . (36)

Obviously this function is supported byT and satisfies equation (26). Therefore it is
zero and it follows that everyfff can be written as a combination offff j which are of
course linearly independent.

Thus the algebraic multiplicity ofλ = 0 is equal to the number of basic cycles inΓ
plus the number of connected componentsC. Hence the algebraic multiplicity is equal
to (N − M + C) + C = 2C + N − M .

The algebraic multiplicity can be characterized by the Euler characteristicχ =
M − N , mN

a (0) = 2C − χ.

8.3. Hyperplanar Dirichlet boundary conditions

Consider nowN−1 spanned by one vectoruuum = (u1, u2, . . . , uvm
) with all compo-

nents different from zero. Then we obtain the hyperplanar Dirichlet boundary condi-
tions described before by (19). To calculate the spectral and algebraic multiplicities
one has to perform the same steps as for hyperplanar Neumann boundary conditions
arriving at the following system (instead of (34)) :

{

ãj − ãj−(−1)j = βmum(xj), xj ∈ Vm
∑

xj∈Vm
(ãj + ãj−(−1)j )um(xj) = 0

m = 1, . . . ,M, (37)

whereãj denote the corresponding amplitudes in representation (24).
Consider the following mapping:

{

ak = (−1)kãk

w(xk) = (−1)k+1u(xk),
(38)
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which establishes a one-to-one correspondence between solutions to (34) and (37).
In the case of hyperplanar Neumann boundary conditions the spectral and algebraic
multiplicities satisfy

mN
s (0) = C, mN

a (0) − mN
s (0) = C + N − M. (39)

As a result of mapping (38) we get the following relations between spectralmD
s (0)

and algebraicmD
a (0) multiplicities of the zero eigenvalue for hyperplanar Dirichlet

boundary conditions:

mD
s (0) = mN

a (0) − mN
s (0) = C + N − M,

mD
a (0) − mD

s (0) = mN
s (0) = C.

(40)

ThereforemD
s (0) = C + N − M andmD

a (0) = 2C + N − M.
We have proven the following theorem.

Theorem 17. The spectral and algebraic multiplicities of the ground state eigenvalue
λ = 0 for the Laplace operator with consistent hyperplanar Neumann and Dirichlet
boundary conditions are equal to:

mN
s (0) = C, mN

a (0) = mD
a (0) = 2C − χ,

mD
s (0) = C − χ,

(41)

whereC is the number of connected components andχ = M − N.

Formulas (31) and (32) show that the knowledge of the spectrum allows one to
calculatems(0) and2ms(0) − ma(0) following ideas of [11] and [12]. This means
that the algebraic multiplicityma(0) is determined by the spectrum of the Laplacian.
Observe thatma(0) for both hyperplanar Neumann and Dirichlet conditions is equal to
2C − χ. In particular for connected graphs the Euler characteristics is determined by
the spectrum for both hyperplanar Neumann and Dirichlet boundary conditions without
knowing a priori which class of conditions occurs.
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On the Reconstruction of the Boundary Conditions
for Star Graphs ∗

Sergei Avdonin, Pavel Kurasov and Marlena Nowaczyk

ABSTRACT. The Laplace operator on a star graph is considered. The problem to
recover the vertex matching boundary conditions from a part of the scattering matrix is
investigated.

1. Introduction

Differential operator on geometric graphs have been studied from the beginning of 80-ies [8; 11],
but recent interest in nano-structures has led to enormous interest in mathematical studies of the
problem [14; 16; 17; 19]. In this article we discuss the possibility to reconstruct the matching
(boundary) conditions at the unique vertex of a star graph from the corresponding scattering
matrix. This problem can easily be solved if the total scattering matrix is known(see [15]),
and it has been shown recently that the scattering matrix at a particular value of the energy can
effectively be used to uniquely parameterize the matching conditions [18]. The problem we
are interested in is the possibility to reconstruct the matching conditions if only apart of the
scattering matrix is known, more precisely the principal(v − 1) × (v − 1) block (Sv(k0))v;v,
wherev is the valency of the vertex. This problem can be considered as the first step towards
reconstruction of the vertex matching conditions for trees from the corresponding scattering
matrix.

The problem of reconstructing the Schrödinger operator on a star graph was first discussed by
N.I. Gerasimenko and B.S. Pavlov [11; 12] using the Gelfand-Levitan-Marchenko method. The
inverse spectral and scattering problems for trees have intensively been studied in recent years
by M. Belishev, M. Brown, R. Carlson, G. Freiling, A. Vakulenko, R. Weikard, V. Yurko, and the
authors [1; 2; 4; 5; 6; 7; 9; 10; 21]. It has been proven that the knowledge of the Dirichlet-
to-Neumann map, or Titchmarsh-Weyl matrix function allows one to calculate the potential for
standard boundary conditions at the vertices. The case of more general boundary conditions has
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been discussed in [10], but the whole family of boundary conditions hasnot been investigated
yet.

In the current article we consider the most general family of properly connecting self-adjoint
boundary conditions. It is discovered that so-calledasymptotically properly connectingcon-
ditions play a very important role. Such boundary conditions correspond to vertex scattering
matricesSv(k) tending to the limit matrixS∞

v ask → ∞, which cannot be written in the block-
diagonal form (after a certain permutation of the coordinates). It appeared that for such boundary
conditions the principal(v−1)× (v−1) block of the scattering matrix known for one particular
value of the energy essentially determines the boundary conditions (up to one real parameter,
which in principle cannot be recovered and provided one additional easily checked condition is
satisfied). Explicit interpretation of this free parameter is given using unitary equivalent opera-
tors. In the second part of the paper it is shown that knowing in addition thediagonal elements of
the principal block for a finite number of energies one may reconstructthe boundary conditions
even in the case of justproperly connectingboundary conditions.

All results are proven so far for the Laplace operator on the star graphwith most general
self-adjoint matching conditions at the vertex, but it is not hard to generalize these conditions
to include potentials with compact support using Boundary Control method[3] following ideas
already developed in [1]. It is our future aim to apply these results to solvethe most general
inverse problem for trees consisting of recovering the geometric tree, potential on it and boundary
conditions at the vertices.

The paper is organized as follows. In the following section main notations and definitions are
given. The cases of asymptotically properly connecting and just properly connecting matching
conditions are considered in sections 3. and 4..

2. Scattering on a star graph

Let us denote byΓstar the star graph formed byv edges∆j = [x2j−1,∞) joined together at

one vertexV = {x2j−1}
v
j=1. Consider the Laplace operatorL = − d2

dx2 in L2(Γstar) defined
on the set of functions fromW 2

2 (Γstar \ V ) satisfying the following matching conditions at the
vertex

i(S − I)ψψψ(V ) = (S + I)∂nψψψ(V ), (1)

whereS is av×v unitary matrix andψψψ(V ) and∂nψψψ(V ) arev-dimensional vectors of the values
of ψ and its normal derivative at the vertexV. The unitary matrix appearing in (1) is just the vertex
scattering matrixSv(k), k2 = E for k = 1. The vertex scattering matrix may be defined by con-
sidering scattering waves onΓstar. Every solution to the equation−ψ′′(k, x) = k2ψ(k, x) can
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2. SCATTERING ON A STAR GRAPH

be written as a combination of the incominge−ik|x−x2j−1| and outgoingeik|x−x2j−1| waves:

ψ(k, x) = bje
−ik|x−x2j−1| + aje

ik|x−x2j−1|, x ∈ ∆j .

Substitution into the matching conditions (1) determines connection between theamplitudes of
incoming and outgoing waves

aaa = Sv(k)bbb, (2)

whereSv(k) is the vertex scattering matrix

Sv(k) =
(k + 1)S + k − 1

(k − 1)S + k + 1
, k 6= 0. (3)

This formula allows one to establish explicit connection between vertex scattering matrices for
different values of the energy parameter (see [15])

Sv(k) =
(k + k0)Sv(k0) + k − k0

(k − k0)Sv(k0) + k + k0
, k, k0 6= 0. (4)

The unitary matrixS parameterizes the boundary conditions in the unique way and therefore
encodes all information concerning these conditions. In particular, onemay understand whether
the boundary conditions connect all edges properly or not. In what follows we shall need the
notion of asymptotically properly connecting boundary conditions. It is possible to prove that
for k → ∞ the vertex scattering matrixSv(k) tends to a certain limit. If the boundary condi-
tions are properly connecting there is no guarantee, that the limit scatteringmatrix corresponds
to properly connecting conditions. In other words it may happen that the connection between
certain channels becomes weak and therefore for large energies the corresponding vertex is seen
as two (or more) independent vertices. Let us therefore use the following

Definition 1. Vertex boundary conditions are calledproperly connecting if the vertex cannot
be divided into two (or more) vertices so that the boundary conditions connect together only
boundary values belonging to each of the new vertices. Vertex boundary conditions are called
asymptotically properly connecting if the limit scattering matrixS∞

v corresponds to certain
properly connecting boundary conditions.

It is clear that every asymptotically properly connecting boundary condition is properly con-
necting. In the rest of this article we consider first asymptotically properlyconnecting and then
just properly connections matching conditions.

Criteria forS to be properly connecting is rather simple: the matching conditions are prop-
erly connecting if and only if the matrixS cannot be transformed into a block-diagonal form by
a permutation of the indices. To understand whetherS is asymptotically properly connecting
or not one has to use its spectral representation as a unitary matrix. Let us denote byN

e
iθj the

eigensubspace corresponding to the eigenvalueeiθj . Then it is possible to prove that the limit
scattering matrixS∞

v = limk→∞ Sv(k) has eigenvalues±1 with the following eigensubspaces
[13; 18]

N∞
−1 = N−1 and N∞

1 = C
v ⊖ N−1 = N⊥

−1. (5)

Then it is not hard to prove the following

Proposition 2 (Theorem 6.5 from [18]). The boundary conditions are asymptotically properly
connecting if and only ifN−1 is not perpendicular to any coordinate subspace.

By coordinate subspace we mean any subspace inC
n spanned by one or several vectors

from the standard basis, but doesn’t coincide withC
n
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3. Recovering of the asymptotically properly connect-
ing matching conditions

In this section we discuss the possibility to reconstruct the matching conditionsfrom the principal
(v − 1) × (v − 1) block (Sv(k))v;v of the vertex scattering matrix. This part of the matrix is
obtained when we send plane waves along the firstv − 1 edges and measure the reflected waves
coming along the same edges. Let us discuss first whether this reconstruction is unique or not.
Consider the following unitary transformation inL2(Γstar)

(Tθf)(x) =

{

f(x), x ∈ ∆j , j = 1, 2, ..., v − 1;

eiθf(x), x ∈ ∆v.
(6)

This transformation does not change the differential operator but do change the matching condi-
tions at the vertex, i. e. the operatorLθ = T−1

θ LTθ is given by the same differential expression
−d2/dx2, but the matrixS in boundary conditions (1) has to be substituted with

Sθ = RθS
0R−θ, S0 = S, (7)

whereRθ is the followingv × v matrix:

Rθ = diag {1, 1, ..., 1, eiθ} =















1 0 . . . 0 0
0 1 . . . 0 0
...

...
. . .

...
...

0 0 . . . 1 0

0 0 . . . 0 eiθ















. (8)

It is clear that this transformation does not change the block(Sv(k))v;v of the matrixS. The
same holds for the vertex scattering matrix, since (3) implies that

Sθ
v(k) = RθS

0
v(k)R−θ, (9)

whereSθ
v(k) is the vertex scattering matrix corresponding to the new conditions.

The following theorem implies that the knowledge of the principal(v − 1) × (v − 1) block
of the vertex scattering matrix allows one to reconstruct the whole matrix up toone real param-
eter corresponding to the transformationTθ, provided the boundary conditions at the vertex are
asymptotically properly connecting.

Theorem 3. Consider the set ofv × v vertex scattering matricesSv determined by certain
asymptotically properly connecting vertex boundary conditions and having the same principal
(v − 1) × (v − 1) block(Sv(k0))v;v with det((Sv(k0))v;v + 1) 6= 0. This family of matrices
can be described by one real phase parameter so that

Sθ
v(k) = RθS

0
v(k)R−θ, (10)

whereRθ is given by(8) andS0
v(k) is a certain particular member of the family.

Proof. Reconstruction of an unitary matrix from its principal(v− 1)× (v− 1) block in general
contains two arbitrary phase parameters and can be carried out using the fact that the entries of
an unitary matrix satisfy the normalization and orthogonality conditions:

∑v

j=1 |sij |
2 = 1,

∑v

i=1 |sij |
2 = 1;

∑v

j=1 sijslj = 0,
∑v

i=1 sijsil = 0.
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4. RECOVERING OF THE PROPERLY CONNECTING M.C.

Assume that the principal(v − 1) × (v − 1) block (Sv(k0))v;v of the matrixSv(k0) is known.
Consider the last row inSv(k0). The absolute values ofsvj(k0), j = 1, 2, ..., v − 1 can be cal-
culated from the normalization conditions. At least one of these numbers isdifferent from zero,
otherwise the matrixSv(k0) is block-diagonal and does not correspond to asymptotically prop-
erly connecting boundary conditions. Consider any such different from zero element, say with
the indexv1. All possible values of this element can be described by one real phase parameter
α as followssv1 = |sv1|e

iα. Then all other elementssvj , j = 2, ..., v − 1 can be reconstructed
using orthogonality conditions. In the same way one may consider the last column and introduce
a parameterβ ∈ R such thats1v = |s1v|e

iβ . Then the elementsvv is uniquely determined.∗∗

Let us summarize our calculations by stating the following result: the family ofvertex scat-
tering matrices having the same principal(v − 1) × (v − 1) block can be described by two real
parameters so that

Sα,β
v (k0) = RαS0

v(k0)Rβ , (11)

whereS0
v(k0) is a certain particular member of the family. It remains to prove that the sub-

family corresponding to asymptotically properly connecting matching conditions is described
by just one parameter using (10). Assume thatS0

v(k0) is a particular member of the subfamily.
Every vertex scattering matrix corresponding to asymptotically properly connecting boundary
conditions has eigenvalue−1, which implies that

det(Sα,β
v (k0) + I) = 0 ⇒ det(S0

v(k0) + R−(α+β)) = 0.

In the last equality we may use that the determinant is linear with respect to theentry with the
indexvv to get

0 = det(S0
v(k0) + I) + (e−i(α+β) − 1) det(Sv(k0))v;v = (e−i(α+β) − 1) det(Sv(k0))v;v,

where we have taken into account thatdet(S0
v(k0) + I) = 0. It follows that α = −β, since

det(Sv(k0))v;v 6= 0. We have proven that all possibleSv(k) satisfy (10) fork = k0. Then
formula (4) implies that (10) holds for any realk.

It follows that in the case of asymptotically properly connecting matching conditions the
vertex scattering matrix for all values of the energy can be recovered from its principal(v −
1) × (v − 1) block given for a certain value of the energy parameterk up to one real parameter
connected with the unitary transformation given by (9) (provideddet((Sv(k0))v;v + I) 6= 0).
The corresponding Laplace operators are all unitary equivalent to each other.

We would like to mention that the result just proven is an extension of Theorem 1 from
[15], where it is shown that the knowledge of the (whole) scattering matrixfor a certain energy
allows one to reconstruct the boundary conditions at the vertex and therefore determine the vertex
scattering matrix for all other values of the energy.

4. Recovering of the properly connecting matching con-
ditions

In the rest of this article we discuss the possibility to recover the matching conditions from the
principal(v−1)×(v−1) block of the scattering matrix given for different energies, but without
assuming that the boundary conditions are asymptotically properly connecting. It is assumed that
the boundary conditions are just properly connecting. This restriction is not essential, since in

∗∗Only if the matrixSv(k0) is block-diagonal, the elementsvv has to be chosen with unit absolute value
but otherwise arbitrarily, but this case cannot occur underour assumptions.
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the case of not properly connecting conditions one may solve the inverseproblem for each block
separately. The only case that has to be excluded is where the last edge isnot connected to the rest
of the star graph. It is clear that in this case no information concerning theboundary condition
for edge numberv is contained in the principal(v − 1)× (v − 1) block of the scattering matrix.

In the following theorem we are proving that the knowledge of the principalblock(Sv(k))v;v

for several energies allows one to reconstruct the boundary conditions at the vertex up to the uni-
tary transformation given by (7) and (8).

Theorem 4. Consider the set ofv × v vertex scattering matricesSv determined by certain
properly connecting vertex boundary conditions and having the same principal (v−1)×(v−1)
block (Sv(k0))v;v, k0 > 0. Assume in addition that these matrices have the same diagonal
elementssjj(kn), j = 1, 2, ..., v−1 for certain differentkn > 0, kn 6= k0, n = 1, 2, ..., 2v−3.
Then this family of matrices can be described by one real phase parameter so that

Sθ
v(k) = RθS

0
v(k)R−θ, (12)

whereRθ is given by (8) andS0
v(k) is a certain particular member of the family.

Proof. Assume that one particular unitary matrixS0
v(k0) has been calculated from the value of

its principal(v − 1) × (v − 1) block. Then any other unitary matrix with the same principal
block is given by (11). This formula includes two arbitrary parameters and it remains to show,
that the knowledge ofv − 1 diagonal elements allows one to eliminate one of these parameters.

Consider one of the matricesSα,β
v (k0) from the two-parameter family described by (11).

Then the scattering matrix for all values of the energy parameterk can be calculated using (4)

Sα,β
v (k) =

(k + k0)S
α,β
v (k0) + k − k0

(k − k0)S
α,β
v (k0) + k + k0

. (13)

In particular, its element with the index11 is

(

Sα,β
v (k)

)

11
=

k + k0

k − k0
−

4kk0

k2 − k2
0

(

Sα,β
v (k0) +

k + k0

k − k0

)−1

11

=
k + k0

k − k0
−

4kk0

k2 − k2
0

(

S0
v(k0) +

k + k0

k − k0
R−α−β

)−1

11

,

(14)

where we used the fact that the matricesRθ do not change the principle(v − 1)× (v − 1) block
and, in particular, the element with the index11. In what follows we are going to use the notion
of rejected minor. LetA be any quadraticn × n matrix, then the rejected minorAi;j is the
quadratic matrix of dimension(n− 1)× (n− 1) obtained fromA by rejecting the rowi and the
columnj. Similarly the rejected minorAi1,i2;j1,j2 is obtained from the matrixA by rejecting
the rowsi1, i2 and the columnsj1, j2 [20]. With these notations the diagonal element of the
scattering matrix can be calculated

(

Sα,β
v (k)

)

11
= σ −

(

σ −
1

σ

)

det(S0
v(k0) + σ)1;1 + σ(e−iγ − 1) det(S0

v(k0) + σ)1,v;1,v

det(S0
v(k0) + σ) + σ(e−iγ − 1) det(S0

v(k0) + σ)v;v
,

(15)
whereσ = k+k0

k−k0
, γ = α + β andk 6= k0. All determinants appearing in this formula are

different from zero, since the matrixS0
v(k0) is unitary andσ > 1 (remember thatk > 0).

This formula shows that in general situation the knowledge of
(

Sα,β
v (k)

)

11
for a certaink 6=

k0 allows one to calculateγ (up to unessential factor2π). This is impossible if and only if
(

Sα,β
v (k)

)

11
does not depend onγ, i.e. the equality

det(S0
v(k0)+σ) det(S0

v(k0)+σ)1,v;1,v −det(S0
v(k0)+σ)1;1 det(S0

v(k0)+σ)v;v = 0 (16)
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holds. It might happen thatγ cannot be recovered even if the element11 of Sα,β
v (k) is known

for all k > 0. This occurs if (16) holds for allσ > 0 (remember thatσ = k+k0
k−k0

). Using Jacobi
identity (Section 3.6.1 from [20])

det(S0
v(k0) + σ) det(S0

v(k0) + σ)1,v;1,v

= det(S0
v(k0) + σ)1;1 det(S0

v(k0) + σ)v;v − det(S0
v(k0) + σ)1;v det(S0

v(k0) + σ)v;1

(17)
condition (16) can be written as

det(S0
v(k0) + σ)1;v det(S0

v(k0) + σ)v;1 = 0, (18)

and it holds forσ = kn+k0
kn−k0

, n = 1, 2, ..., 2v − 3. This implies that at least one of the determi-

nants, saydet(S0
v(k0)+σ)v;1 is equal to zero forv−1 different values ofσ. But this determinant

is a polynomial inσ of orderv−2 with the zero and leading coefficients equal todet(S0
v(k0))v;1

and(S0
v(k0))1v respectively. It follows thatdet(S0

v(k0))v;1 = 0 = (S0
v(k0))1v, but taking into

account thatS0
v(k0) is unitarydet(S0

v(k0))v;1 = 0 implies that(S0
v(k0))v1 = 0. Summing

up we see that the parameterγ cannot be recovered from(Sv(k))11 only if (S0
v(k0))1v =

(S0
v(k0))v1 = 0.

Consider now any element(Sv(k))mm, m = 2, ..., v − 1. Similar analysis implies that
the parameterγ can be recovered from(Sv(kn))mm, n = 1, 2, ..., 2v − 3 unless the entries
(S0

v(k0))1m and(S0
v(k0))m1 are equal to zero. In other words the parameterγ can be calculated

from one of the diagonal elements(Sv(k))mm, m = 1, ..., v−1, unless all entries(S0
v(k0))1m

and(S0
v(k0))m1 m = 1, ..., v − 1 are equal to zero. But this means thatS0

v(k0) has a block
diagonal form and hence the corresponding boundary conditions arenot properly connecting.

This theorem can be improved, which we would like to illustrate by the following exam-
ple. Letv = 3. Then the parameterγ cannot be recovered from(Sv(kn))11, n = 1, 2, 3 only
if (S0

v(k0))13 = 0 and det(S0
v(k0))3;1 = 0, which implies that at least one of the entries

(S0
v(k0))12 and(S0

v(k0))23 is equal to zero. HenceSv(k0) is block-diagonal and the boundary
conditions are not properly connecting.
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