
An R-pakage for the surveillane of infetiousdiseasesMihael H�ohle1Department of Statistis, University of Munih, Germanyhoehle�stat.uni-muenhen.de.Summary. The R-Pakage 'surveillane' implements algorithms for the detetionof aberrations in routinely olleted surveillane data. It ontains the proeduresdesribed by Stroup et al. [10℄, Farrington et al. [4℄ and the system used at the RobertKoh Institute, Germany. For evaluation purposes, the pakage inludes exampledata sets and funtionality to generate surveillane data by simulation. To omparethe algorithms benhmark numbers like sensitivity, spei�ity, and detetion delayan be omputed for a set of time series. Being an open-soure pakage it should beeasy to integrate new algorithms. As an example of this proess, a simple Bayesiansurveillane algorithm is desribed, implemented and tested.Key words: epidemiology, monitoring, software, time series of ounts1 IntrodutionPubli health authorities have, in an attempt to meet the threats of infetiousdiseases, reated omprehensive mehanisms for the olletion of disease data.The vast amounts of data resulting from this aquisition demands the devel-opment of automated algorithms for the detetion of abnormalities. Typially,suh an algorithm monitors a univariate time series of ounts by a ombinationof heuristi methods and statistial modelling. Prominent examples of surveil-lane algorithms are the work by Stroup et al. [10℄ and Farrington et al. [4℄.A omprehensive survey of outbreak detetion methods an be found in [3℄.The R-pakage surveillane available from CRAN1 was written with theaim of providing a test-benh for surveillane algorithms. It allows users to testnew algorithms and ompare their results with those of standard surveillanemethods. Real world outbreak datasets are inluded together with mehanismsfor simulating surveillane data. With the pakage at hand, omparisons likethe one desribed by Hutwagner et al. [6℄ should be easy to ondut.1 http://ran.r-projet.org



2 Mihael H�ohleThis paper is organized as follows. Setion 2 gives a brief introdution tosurveillane data and illustrates how to reate new datasets by simulation.Setion 3 exempli�es the use of surveillane algorithms by analysing Germanoutbreak data. Finally, Setion 4 provides a disussion and indiates diretionsof future work.2 Surveillane DataDenote by fyt ; t = 1; : : : ; ng the time series of ounts. Beause suh datatypially are olleted on a weekly basis, the alternative notation fyi:jgshall also be used, with j = f1; : : : ; 52g being the week number in yeari = f�b; : : : ;�1; 0g. That way the years are indexed suh that the most ur-rent year has index zero. For evaluation of the outbreak detetion algorithmsit is also possible for eah week to store { if known { whether there was an out-break that week. The resulting multivariate series f(yt; xt) ; t = 1; : : : ; ng is insurveillane given by an objet of lass disProg (disease progress), whih isbasially a list ontaining two vetors: the observed number of ounts and aboolean vetor state indiating whether there was an outbreak that week. Anumber of time series are ontained in the data diretory, mainly originatingfrom the SurvStat�RKI database at http://www3.rki.de/SurvStat/main-tained by the Robert Koh Institute, Germany [9℄. For example the objetk1 desribes ryptosporidiosis surveillane data for the German federal stateBaden-W�urttemberg 2001-2005. The peak in 2001 is due to an outbreak ofryptosporidiosis among a group of army-soldiers in boot-amp. In surveil-lane the readData funtion brings the time series on disProg form.> k1 <- readData("k1", week53to52 = TRUE)> plot(k1, main = "Cryptosporidiosis in BW 2001-2005")
Cryptosporidiosis in BW 2001−2005
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Fig. 1. Weekly ryptosporidiosis ounts in Baden-W�urttemberg 2001-2005.



An R-pakage for the surveillane of infetious diseases 3For test purposes it is also often of interest to generate surveillane databy simulation. A Hidden Markov Model (HMM) is introdued, where a binarystate Xt; t = 1; : : : ; n, denotes whether there was an outbreak and Yt is thenumber of observed ounts. The state Xt is given by a homogeneous Markovhain with a 2 � 2 transition matrix spei�ed by two parameters p and r:P (Xt+1 = 0jXt = 0) = p and P (Xt+1 = 1jXt = 1) = r. In addition, theobserved Yt is Poisson-distributed with log-link mean depending on a seasonale�et and time trend, i.e.log�t = A � sin (! � (t+ ')) + �+ �t:In ase of an outbreak (Xt = 1) the mean inreases with a value of K, alto-gether Yt � Po(�t +K �Xt): (1)The model in (1) orresponds to a single-soure, ommon-vehile outbreak,where the length of an outbreak is ontrolled by the transition probability rand the frequenies of outbreaks by p. The advantage of (1) is that it allowsfor an easy de�nition of a orretly identi�ed outbreak: eah Xt = 1 has tobe identi�ed. More advaned setups would require di�erent de�nitions of anoutbreak, e.g. as a onneted series of time instanes, where the number ofoutbreak ases is greater than zero. Care is then required in de�ning what aorretly identi�ed outbreak for time-wise overlapping outbreaks means.In surveillane the funtion sim.pointSoure is used to simulate suha point-soure epidemi; the result is an objet of lass disProg.> sts <- sim.pointSoure(p = 0.99, r = 0.5, length = 400,+ A = 1, alpha = 1, beta = 0, phi = 0, frequeny = 1,+ state = NULL, K = 1.7)> plot(sts)
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Fig. 2. A simulated time series. The triangles indiate time points, where Xt = 1.



4 Mihael H�ohle3 Surveillane AlgorithmsSurveillane data often exhibit strong seasonality, therefore most surveillanealgorithms only use a set of so alled referene values : Let y0:t be the numberof ases of the urrent week (denoted week t in year 0), b the number of yearsto go bak in time and w the number of weeks around t to inlude from theseprevious years. For the year zero we use w0 as the number of previous weeksto inlude { typially w0 = w. Altogether the set of referene values is:R(w;w0; b) = 0� b[i=1 w[j=�w y�i:t+j1A [ �1[k=�w0 y0:t+k! :This gives the number of ases at time points with similar onditions as at y0:t.Note that the number of ases of the urrent week is not part of R(w;w0; b).A surveillane algorithm is a proedure using the referene values to reatea predition ŷ0:t for the urrent week. This predition is then ompared withthe observed y0:t: if the observed number of ases is muh higher than thepredited number, the urrent week is agged for further investigations. Inorder to do surveillane for time 0 : t an important onern is the hoie ofb and w. Values as far bak as time �b : t� w ontribute to R(w;w0; b) andthus have to exist in the observed time series.Four di�erent types of algorithms are implemented in surveillane. TheCenters for Disease Control and Prevention (CDC) method [10℄, the Commu-niable Disease Surveillane Centre (CDSC) method [4℄, the method used atthe Robert Koh Institute (RKI), Germany [1℄, and a Bayesian approah do-umented in Riebler [8℄. To give an idea of the onepts the Bayesian approahdeveloped in Riebler [8℄ is presented.The model assumes that the referene values are identially and inde-pendently Poisson distributed with parameter � and a gamma distributionis used as prior distribution for �. The referene values are de�ned to beRBayes = R(w;w0; b) = fy1; : : : ; yng and y0:t is the value to predit. Thus,� � Ga(�; �) and yij� � Po(�), i = 1; : : : ; n. Standard derivations show thatthe posterior distribution is�jy1; : : : ; yn � Ga(�+ nXi=1 yi; � + n):Computing the preditive posterior distribution for the next observationf(yn+1jy1; : : : ; yn) = 1Z0 f(yn+1j�) f(�jy1; : : : ; yn) d�one gets the Poisson-gamma distribution, whih is a generalization of thenegative binomial distribution. Altogether



An R-pakage for the surveillane of infetious diseases 5yn+1jy1; : : : ; yn � NegBin(�+ nXi=1 yi; �+n�+n+1 ):Using the Je�rey's prior Ga( 12 ; 0) as non-informative prior distribution for �the parameters of the negative binomial distribution are�+ nXi=1 yi = 12 + Xyi:j2RBayesyi:j and � + n� + n+ 1 = jRBayesjjRBayesj+ 1 :Using a quantile-parameter �, the smallest value y� is omputed, so thatP (yn+1 � y�jy1; : : : ; yn) � 1��. Now A0:t = I(y0:t � y�), i.e. if the observedvalue y0:t is equal or greater than y� then the urrent week is agged as analarm. For example, the Bayes1 method uses the last six weeks as referenevalues, i.e. R(w;w0; b) = (6; 6; 0), and is applied to the k1 dataset with � =0:01 as follows.> k1.b660 <- algo.bayes(k1, ontrol = list(range = 27:192,+ b = 0, w = 6, alpha = 0.01))> plot(k1.b660, disease = "k1", firstweek = 1, startyear = 2001)
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Fig. 3. The Bayes1 algorithm with R(w;w0; b) = (6; 6; 0) applied to the k1 dataset.Red triangles indiate alarms and should be ompared to the known outbreaks (greentriangles).As an example of applying the more traditional algorithms the followingall applies the CDC and Farrington proedure to the simulated time seriessts from Fig. 2. Note that the CDC proedure operates with four-week ag-gregated data { to better ompare the upper bound value, the aggregatednumber of ounts for eah week are thus shown as irles in the plot.> par(mfol = (1, 2))> ntrl <- list(range = 300:400, m = 1, w = 3, b = 5, alpha = 0.01)



6 Mihael H�ohle> sts.d <- algo.d(sts, ontrol = ntrl)> sts.farrington <- algo.farrington(sts, ontrol = ntrl)> plot(sts.d, legend = F)> plot(sts.farrington, legend = F)
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Fig. 4. The Farrington (left) and the CDC (right) algorithm applied to the simulatedtime series from Fig. 2.Typially, one is interested in testing and omparing surveillane algo-rithms. An easy way is to look at the sensitivity and spei�ity of the pro-edure. A orret identi�ation of an outbreak is de�ned as follows: If thealgorithm raises an alarm for time t, i.e. At = 1 and Xt = 1, one has a orretlassi�ation. If At = 1 and Xt = 0, one has a false-positive. To ompute vari-ous performane sores the funtion algo.quality an be used on a SurvResobjet.> print(algo.quality(k1.b660))TP FP TN FN Sens Spe dist mlag[1,℄ 2 10 154 0 1 0.9390244 0.06097561 0This omputes the number of false positives, true negatives, false negatives,the sensitivity and the spei�ity. Finally, lag is the average number of weeksbetween the �rst of a onseutive number of Xt = 1's (i.e. an outbreak) andthe �rst alarm raised by the algorithm.To ompare the results of several algorithms on a single time series, a listof ontrol objets is delared { eah ontaining the name and settings of thealgorithm to be applied to the data. A test on a set of time series is thenmade as follows. Firstly, a list ontaining all time series is reated. Seondly,all the algorithms spei�ed in the afore mentioned ontrol objet are appliedto eah series. Consequently, all prede�ned algorithms are applied to the 14surveillane time series from SurvStat�RKI (i.e. outbrksNames) as follows:



An R-pakage for the surveillane of infetious diseases 7> outbrks <- lapply(outbrksNames, funtion(name) {+ enlargeData(readData(name), range = 1:(4 * 52), times = 2)+ })> one.survstat.surv <- funtion(outbrk) {+ algo.ompare(algo.all(outbrk, ontrol = ontrol))+ }> algo.summary(lapply(outbrks, one.survstat.surv))TP FP TN FN sens spe dist mlagrki(6,6,0) 38 62 2646 180 0.17 0.98 0.83 5.43rki(6,6,1) 65 83 2625 153 0.30 0.97 0.70 5.57rki(4,0,2) 80 106 2602 138 0.37 0.96 0.63 5.43bayes(6,6,0) 61 206 2502 157 0.28 0.92 0.72 1.71bayes(6,6,1) 123 968 1740 95 0.56 0.64 0.56 1.36bayes(4,0,2) 162 920 1788 56 0.74 0.66 0.43 1.36d(4*,0,5) 65 94 2614 153 0.30 0.97 0.70 7.14farrington(3,0,5) 25 26 2682 193 0.11 0.99 0.89 8.21The above results and previous simulation studies show that the Bayesianapproah seems to do quite well. However, the extent of the above omparisonsdo not make allowane for any more supported statements. Consult the workof Riebler [8℄ for a more thorough omparison using simulation studies.4 Disussion and Future workThe pakage provides a framework for the appliation of surveillane algo-rithms using the freely available environment for statistial omputing \R".Combining the funtionality of R with Sweave [7℄ and LaTeX allows for easyaess to SQL databases and automati generation of reports.Casting surveillane algorithms into a Bayesian framework and thus inter-preting alarm thresholds as quantiles of the posterior preditive distributiongives a new way to see outbreaks ompared to the more traditional asymp-toti normal based on�dene intervals. However, an important issue remainsmultiple testing and the hoie of the orret threshold. Several extensionsof the desribed simple Bayesian approah are imaginable, e.g. the inaneover-dispersion of surveillane data ould be modeled by using a negative-binomial distribution and mehanisms to orret for past outbreaks ould beadded. However, in these situations methods like Markov Chain Monte Carloor heuristi approximations have to be used in order to obtain the requiredalarm thresholds.Currently, work is done to implement new algorithms into the pakage,e.g. the one desribed in [5℄. An important aspet here is the visualisationand handling of multivariate surveillane time series. A further extension is toprovide more omplex mehanisms for the simulation of epidemis. In parti-ular it would be interesting to inlude multi-day outbreaks originating from
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