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ABSTRACT

In this paper vertex conditions for the differential operator of fourth derivative on the simplest metric graph – the Y-graph, – are discussed. In order to make the operator symmetric one needs to impose extra conditions on the limit values of functions and their derivatives at the central vertex. It is shown that such conditions corresponding to the free movement of beams depend on the angles between the beams in the equilibrium position.
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1. Motivation

Quantum graphs – differential operators on metric graphs – form a well-established formalism to model wave propagation in thin channels and other physical systems where interesting phenomena occur in a neighborhood of a system of low-dimensional manifolds [1,12,21]. It appears that ordinary differential equations on graph edges coupled by certain vertex conditions give a rather good approximation of wave propagation in thin domains. Intensive research is devoted to understanding which particular vertex conditions give the best approximation. The set of all possible vertex conditions can be described using different mathematical languages [15,10,11,14,16,2]. One may expect that the geometry (first of all the angles between the edges) of the vertex should be reflected in these conditions. To study this question it is enough to consider the star graph and in this article we are going to restrict our consideration to the star graph $\Gamma$ formed by 3 semi-infinite edges $[x_j, \infty)$, $j = 1, 2, 3$. There is just one vertex $V = \{x_1, x_2, x_3\}$.

In physics it is common to use quadratic forms instead of operators, since often it is easier to check that a quadratic (sesquilinear) form is semi-bounded and closed instead of proving that an operator is self-adjoint. The quadratic form corresponding to the Laplacian on $\Gamma$ is given by the integral of $|u'(x)|^2$ plus possibly an additional term coming from the vertex. This additional term describes the interaction between the waves at the vertex and should be absent if one is looking for conditions corresponding to the free motion. We end up with the quadratic form

$$Q[u, v] = \int_{\Gamma} u'(x)v'(x)dx + \sum_{j=1}^{3} \int_{x_j}^{\infty} u'(x)v'(x)dx.$$  

(1)

This form is positive and closed on the set of functions from the Sobolev space $W^1_0(\Gamma \setminus V) = \bigoplus_{j=1}^{3} W^1_0(x_j, \infty)$. If no further conditions at the vertex are assumed, then the corresponding self-adjoint operator is the Laplace operator $L_\Gamma = -\frac{d^2}{dx^2}$ defined on the functions from $W^2_0(\Gamma \setminus V)$ satisfying Neumann conditions $u'(x_j) = 0$. The three edges are then independent of each other. Therefore the only way to introduce coupling between the edges is through restricting the domain of the quadratic form by certain conditions on the limiting values of the function at the vertex (to ensure that the operator is local). Since the functions from $W^1_0$ are continuous, but their derivatives are not necessarily continuous, these vertex conditions may involve only the values of the function at the end points $u(x_j)$. Here and in what follows we use the limiting values of functions and their derivatives from inside the edges defined as

$$u^{(n)}(x_j) := \lim_{\epsilon \to 0} u^{(n)}(x_j + \epsilon).$$  

(2)

If all endpoints are equivalent, then it is natural to impose the continuity condition

$$u(x_1) = u(x_2) = u(x_3).$$  

(3)

The self-adjoint operator corresponding to the quadratic form (1) defined on functions from $W^1_0(\Gamma \setminus V)$ satisfying (3) is precisely the Laplace operator $L_\Gamma$ with the domain given by the standard conditions.
\[ \begin{align*} 
\text{u is continuous at the vertex } V; \\
\sum_{x_j \in V} u'(x_j) &= 0.
\end{align*} \tag{4} \]

Another possibility to restrict the quadratic form is to introduce Dirichlet conditions
\[ u(x_j) = 0, \quad x_j \in V \quad \text{instead of (3).} \tag{5} \]
The corresponding operator is self-adjoint but there is no coupling between the edges.

We have seen that the derived vertex conditions do not contain any information about the geometry of the junction, especially the angles between the edges are not reflected. In what follows we turn to problems of elasticity and will show how the geometry of the junction may be reflected in vertex conditions.

2. Elasticity

Elasticity problems are usually described by fourth order differential operators \cite{19}. Consider therefore the differential operator \( L_4 := \frac{d^4}{dx^4} \) first on the interval \([0, \infty)\) and later on the graph \( \Gamma \).

The corresponding wave equation
\[ \frac{d^4}{dx^4} u = - \frac{d^2}{dx^2} u \]
can be used to describe the dynamics of small deflection of beams. Thus the operator \( L_4 \) in \( L^2(0, \infty) \) corresponds to a single long beam. The operator can be made self-adjoint by choosing appropriate boundary conditions at the origin. For example, in the case when the end point of the beam is clamped the corresponding self-adjoint boundary condition is
\[ u(0) = u'(0) = 0. \]

And in the case when the end point is free we can impose the following condition to make the operator self-adjoint
\[ u''(x_0) = u'''(x_0) = 0. \quad \text{ (6)} \]

One can describe all possible boundary conditions at the end point \( x_0 \) by the following families of matching conditions (see \cite{23}):

\begin{enumerate}
\item \( u(x_0) = u'(x_0) = 0, \)
\item \( u(x_0) = 0, \quad u''(x_0) = \gamma_1 u'(x_0), \)
\item \( u''(x_0) = \gamma_3 u(x_0), \quad -u''(x_0) + \gamma_3 u'(x_0) = \gamma_2 u(x_0), \)
\item \( u''(x_0) = \gamma_3 u(x_0), \quad -u''(x_0) - \gamma_3 u'(x_0) = 0, \)
\end{enumerate}

where \( \gamma_1, \gamma_2, \) and \( \gamma_3 \) are arbitrary real numbers and \( \gamma_3 \) is an arbitrary complex number. This formalism can be carried out to the case where several beams are connected together at one junction. To describe all possible vertex conditions leading to self-adjoint operators one may use either von Neumann theory \cite{22}, boundary triples \cite{8} or scattering matrix approach \cite{12–14}. Our goal here is not to carry out such description, but to derive conditions corresponding to the free dynamics of beams.

Consider first the case where just two beams are connected. Assume that the equilibrium position corresponds to the case when the two beams form a line. Such beams may be parameterized as \((-\infty, x_0), \) and \((x_0, \infty). \) The quadratic form corresponding to the free motion is given by

\[ Q[u, v] = \int_{-\infty}^{\infty} u''(x) v''(x) \, dx \]

As before it is natural to assume that \( u \) is continuous at \( x_0, \) otherwise the beams do not touch each other:
\[ u(x_0 - 0) = u(x_0 + 0). \quad \text{(8)} \]

The beams are free, no external force is applied if the graph of \( u(x) \) does not form any angle at \( x_0, \) i.e. the first derivative is continuous:
\[ u'(x_0 - 0) = u'(x_0 + 0). \quad \text{(9)} \]

The quadratic form on the domain of functions from \( W^2_2(\mathbb{R} \setminus x_0) \) satisfying conditions \( (8) \) and \( (9) \) is semi-bounded and closed. Let us calculate the self-adjoint operator corresponding to this quadratic form. First of all one needs to determine the set of all \( u, \) for which the quadratic form \( Q[u, v] \) is a bounded linear functional with respect to \( v. \) Taking \( v \) from \( C_0^\infty(\mathbb{R} \setminus x_0) \) we see that the second derivative of the function \( u' \) should be from \( L^2_{\text{loc}}(\mathbb{R} \setminus x_0). \) In other words \( u \in W^2_2(\mathbb{R} \setminus x_0) \) and one may carry out integration by parts:

\[ Q[u, v] = \int_{-\infty}^{x_0} u''(x) v''(x) \, dx + \int_{x_0}^{+\infty} u''(x) v''(x) \, dx \]

where on the last step we used that the function \( v \) satisfies \( (8) \) and \( (9). \) The integral terms are bounded linear functionals with respect to \( v, \) while the functionals
\[ v \mapsto v(x_0) \quad \text{and} \quad v \mapsto v'(x_0) \]

are not. It follows that the coefficients in front of these functionals must be equal to zero
\[ \begin{align*} 
\int_{-\infty}^{x_0} u''(x_0 - 0) &= u''(x_0 + 0), \\
\int_{x_0}^{+\infty} u''(x_0 - 0) &= u''(x_0 + 0). 
\end{align*} \quad \text{(11)} \]

The operator \( \gamma \) defined on the set of functions from \( W^2_2(\mathbb{R} \setminus x_0) \) satisfying matching conditions \( (8), (9) \) and \( (11) \) is the self-adjoint operator corresponding to the quadratic form. As in the case of Laplacian the vertex \( x_0 \) can be removed and the two edges may be substituted by one edge \((-\infty, \infty). \)

Our goal is to understand how the matching conditions \( (8), (9), \) \( (11) \) can be generalized to the case when several beams are joined at one vertex, having different angles in-between in the equilibrium position. The function \( u \) describing small deflections of the system from the equilibrium can be considered as a function on the graph \( \Gamma \) made up of three half-lines connected at the vertex \( V \) and making angles \( \alpha, \beta \) and \( \gamma, \) none of which is equal to 0 or \( \pi \) (see Fig. 1). The special cases when one of the angles is equal to 0 or \( \pi \) is considered in Section 4. The Hilbert space is \( L_2(\Gamma) := \bigoplus_{j=1}^{3} L_2(x_j, \infty) \) and we are interested in vertex
conditions for the operator of fourth differentiation $L_{IV} = \frac{d^4}{dx^4}$ corresponding to the free motion of beams. We shall use the limiting values of the function and its derivatives defined by (2).

The literature devoted to this problem is rather limited especially using rigorous mathematical language. We have found the articles [6,7], where the following two types of vertex conditions are considered without giving much motivation (Eqs. (2)-(5) from [6] and (4)-(8) from [7] adopted to our notations)

$$\begin{align*}
&\begin{align*}
&\left\{\begin{array}{ll}
&u(x_1) = \tilde{u}(x_2) = \tilde{u}(x_3), \\
&u'(x_1) + u'(x_2) + u'(x_3) = 0, \\
&u''(x_1) + u''(x_2) = u''(x_3), \\
&u'''(x_1) + u'''(x_2) + u'''(x_3) = 0,
\end{array}\right.
\end{align*}
\end{align*}
\tag{12}
$$

and

$$\begin{align*}
&\begin{align*}
&\left\{\begin{array}{ll}
&u(x_1) = \tilde{u}(x_2) = \tilde{u}(x_3), \\
&u'(x_1) = u'(x_2) = u'(x_3), \\
&u''(x_1) + u''(x_2) + u''(x_3) = 0, \\
&u'''(x_1) + u'''(x_2) + u'''(x_3) = 0.
\end{array}\right.
\end{align*}
\end{align*}
\tag{13}
$$

Probably the main motivation to use these vertex conditions is just the analogy with the standard conditions (4) widely used for the second order differential operators. Another type of vertex conditions is used in [20] (Eqs. (1.3.16), (1.3.17), (1.3.19) and (1.3.21) again adopted to our notations and changing the number of joined together beams from 4 to 3)

$$\begin{align*}
&\begin{align*}
&\left\{\begin{array}{ll}
&u(x_1) = u(x_2) = u(x_3), \\
&-u'(x_1) = u'(x_2) = u'(x_3), \\
&-u''(x_1) + u''(x_2) + u''(x_3) = 0, \\
&u'''(x_1) + u'''(x_2) + u'''(x_3) = 0.
\end{array}\right.
\end{align*}
\end{align*}
\tag{14}
$$

Our goal is to derive vertex conditions corresponding to different possible angles between the beams in the equilibrium. It appears that the angles between the beams make their way into the matching conditions in contrast to the case of second order differential operator. All presented above vertex conditions appear as special cases of the vertex conditions to be derived, provided the angles between the beams are properly chosen. For example conditions (12) correspond to the case where all three angles are equal and conditions (13) and (14) – to the case, where at least two beams are parallel. See Section 4 for details.

Here is the main result of our paper:

**Theorem 1.** The free system of three beams having angles $\alpha$, $\beta$, and $\gamma$ in the equilibrium position in a plane (see Fig. 1) is described by the fourth order differential operator $L_{IV}$, on the domain of functions from the Sobolev space $W^4_2(\Gamma \setminus V) := \mathcal{D}_1 \cap W^4_2(x_1, \infty)$ satisfying the following vertex conditions

$$\begin{align*}
&\begin{align*}
&\left\{\begin{array}{ll}
&u(x_1) = u(x_2) = u(x_3), \\
&\sin \alpha \cdot u'(x_1) + \sin \beta \cdot u'(x_2) + \sin \gamma \cdot u'(x_3) = 0, \\
&u''(x_1) = u''(x_2) = u''(x_3), \\
&\sum_{j=1}^{3} u''(x_j) = 0,
\end{array}\right.
\end{align*}
\end{align*}
\tag{15}
$$

provided none of the angles $\alpha$, $\beta$ and $\gamma$ is equal to 0 or $\pi$.

Note that it is not our intention to describe all possible self-adjoint vertex conditions for the differential operator $L_{IV}$. We are discussing the most natural vertex conditions. We expect that precisely these conditions appear if one considers approximation of the system by narrow channels. We plan to return back to this question in one of our future publications.

### 3. Derivation of the matching conditions

We consider the system of three beams joined together at the vertex $V$. We assume that in the equilibrium the beams are placed in a plane forming graph $\Gamma'$ presented in Fig. 1. Small displacements of the beams in the direction perpendicular to the plane are described by the function $u(x)$, $x \in \Gamma$. If no external forces are applied to the system of beams, then at every point $x_0 \in \Gamma'$ there is a tangential plane to the graph of $u$. As we already seen if $x_0$ is an internal point on one of the edges, then the requirement that there exists a tangential plane (line) at $x_0$ leads to conditions (8), (9), and (11).

Our main goal now is to study the vertex of $\Gamma'$ and matching conditions there. We require that there is a tangential plane to the graph of $u$ even at the vertex $V$. Such plane may exist only if the function $u$ is continuous there

$$u(x_1) = u(x_2) = u(x_3).$$

(16)

Another additional condition on the first derivative of functions is obtained by requiring that the tangential lines to the graph of $u$ at the point $V$ lie in the same plane. Observe that the graph of $u$ consists of three curves, since the function is defined on the $Y$-graph. To find the tangent vectors along each edge we assume the $Y$-graph is lying in $xy$-plane in $\mathbb{R}^3$ as shown in Fig. 2. It is natural to choose one of the axis along one of the beams in equilibrium. Then, the tangent vectors $\vec{a}^1$, $\vec{a}^2$ and $\vec{a}^3$ to the graph of the function $u$ are given by

$$\begin{align*}
&\vec{a}^1 = \left(-\cos(\pi - \beta), \sin(\pi - \beta), u'(x_1) \right) = (\cos \beta, \sin \beta, u'(x_1)), \\
&\vec{a}^2 = \left(-\cos(\pi - \alpha), -\sin(\pi - \alpha), u'(x_2) \right) = (\cos \alpha, -\sin \alpha, u'(x_2)), \\
&\vec{a}^3 = (1, 0, u'(x_3)).
\end{align*}
$$

These three tangent vectors lie in the same plane if and only if the following determinant is equal to zero

$$\begin{align*}
&\det\begin{pmatrix}
&\cos \beta & \sin \beta & u'(x_1) \\
&\cos \alpha & -\sin \alpha & u'(x_2) \\
&1 & 0 & u'(x_3)
\end{pmatrix} = 0
\end{align*}
$$

$\Leftrightarrow \sin \alpha \cdot u'(x_1) + \sin \beta \cdot u'(x_2) - (\cos \beta \cdot \sin \alpha + \sin \beta \cdot \cos \alpha \cdot \cos \gamma \cdot u'(x_3) = 0.$

Using the trigonometric reduction $\sin \alpha \cdot \cos \beta + \cos \alpha \cdot \sin \beta = \sin(\alpha + \beta)$ we get the following matching condition
\begin{align}
\sin \alpha \cdot u'(x_1) + \sin \beta \cdot u'(x_2) - \sin(\alpha + \beta) \cdot u'(x_3) &= 0.
\end{align}

Further, noting that \(\sin(\alpha + \beta) = \sin(2\pi - \gamma) = -\sin \gamma\), this condition can be written as

\begin{align}
\sin \alpha \cdot u'(x_1) + \sin \beta \cdot u'(x_2) + \sin \gamma \cdot u'(x_3) &= 0.
\end{align}

Thus, so far we have the following three matching conditions

\begin{align}
\begin{cases}
u(x_1) = u(x_2) = u(x_3) \\
\sin \alpha \cdot u'(x_1) + \sin \beta \cdot u'(x_2) + \sin \gamma \cdot u'(x_3) = 0.
\end{cases}
\end{align}

(17)

**Proof of Theorem 1.** With the differential expression \(\frac{d^2}{dx^2}\) one associates two differential operators: the maximal and the minimal ones. It is standard to define the minimal operator, \(L^{\text{min}}\), on smooth functions with the support separated from the vertex, that is:

\[\text{Dom}(L^{\text{min}}) = C^\infty_0(\Gamma \setminus V) := \bigoplus_{i=1}^3 C^\infty_0(x_i, \infty).\]

Using integration by parts, it is easy to see that the minimal operator is symmetric.

The maximal operator, \(L^{\text{max}}\), is defined on the domain of all functions from the Hilbert space \(L^2(\Gamma)\) such that their images under the differential operator are still in the Hilbert space, i.e.

\[\text{Dom}(L^{\text{max}}) = W^2_2(\Gamma \setminus V) := \bigoplus_{i=1}^3 W^2_2(x_i, \infty).\]

It consists of all square integrable functions having square integrable fourth generalized derivatives. The maximal operator is not self-adjoint, or even symmetric.

Any self-adjoint operator corresponding to the graph \(\Gamma\) should have a domain lying inside the domain of the minimal operator, but should definitely contain the domain of the minimal one. The differential operator \(\frac{d^2}{dx^2}\) can be made self-adjoint by restricting the maximal operator with the help of certain matching conditions at the vertex. Hence the following inclusion for the domains of the minimal and maximal operators hold

\[\text{Dom}(L^{\text{min}}) \subset \text{Dom}(L) \subset \text{Dom}(L^{\text{max}}),\]

where \(L\) is any self-adjoint operator associated with \(\frac{d^2}{dx^2}\).

Let us consider the quadratic form

\[Q[u, v] = \int \limits^\infty_1 u''(x)\overline{v'(x)}\,dx = \sum_{i=1}^3 \int \limits^{x_i}_1 u''(x)\overline{v'(x)}\,dx\]

(18)

defined on the domain of functions from \(W^2_2(\Gamma \setminus V)\) satisfying vertex conditions (17). Clearly, \(Q[u, u] \geq 0\) and closed. Therefore, there exists a self-adjoint operator \(L\) such that \(Q[u, v] = \langle Lu, v \rangle\).

If \(u \in \text{Dom}(L)\) then by Riesz-representation theorem there exists a function \(f\) in \(L^2(\Gamma)\) such that \(\langle Lu, v \rangle = (f, v)\) and \((f, v)\) is a bounded linear functional with respect to \(v\).

It is clear that every \(u \in \text{Dom}(L)\) is from \(W^2_2(\Gamma \setminus V)\). This can be derived by considering \(v \in \bigoplus_{i=1}^3 C^\infty_0(x_i, \infty)\) integrating twice by parts on the right-hand side of (18) we get

\[Q[u, v] = \sum_{i=1}^3 \left( u''(x_i)\overline{v'(x_i)} - u'(x_i)\overline{v''(x_i)} \right) + \int \limits^\Gamma \overline{u'(x)}\overline{v(x)}\,dx.\]

(19)

Now, using the conditions (17) for the function \(v\) and assuming \(\alpha, \beta, \gamma \neq 0, \pi\) we arrive at

\[Q[u, v] = \sum_{i=1}^3 \left( u''(x_i)\overline{v'(x_i)} - (u''(x_3) \frac{\sin \alpha}{\sin \gamma} - u''(x_1))\overline{v'(x_1)} \right) + \int \limits^\Gamma \overline{u'(x)}\overline{v(x)}\,dx.\]

Q[u, v] is a bounded linear functional with respect to \(v\) if and only if the coefficients in front of \(\langle v'(x_1), \overline{v'(x_1)} \rangle\) and \(\langle v'(x_2), \overline{v'(x_2)} \rangle\) are equal to 0. This gives us the following three more conditions

\[\begin{cases}
\sin \gamma \cdot u''(x_1) - \sin \alpha \cdot u''(x_3) = 0, \\
\sin \gamma \cdot u''(x_2) - \sin \beta \cdot u''(x_3) = 0, \\
\sum_{i=1}^3 u''(x_i) = 0.
\end{cases}\]

(20)

The above set of conditions along with (17) make the operator \(L_4\) self-adjoint defined on the Sobolev class \(W^2_2(\Gamma \setminus V)\). This completes the proof of Theorem 1. \(\square\)

**4. Special cases and examples**

In the proof of Theorem 1 it was assumed that none of the angles \(\alpha, \beta\) and \(\gamma\) is equal to 0 or \(\pi\). Let us consider now the case when one of the angles is \(\pi\) or 0.

**Case 1.** One of the angles is \(\pi\), the other two angles are different from 0 and \(\pi\).

Assume without loss of generality that \(\gamma = \pi\) and \(\alpha, \beta \neq 0, \pi\). The condition that the tangent vectors to the functions \(u\) at \(V\) lie in the same plane is equivalent to

\[u'(x_1) = -u'(x_2).\]

(21)

Observe that we get no restriction on \(u'(x_3)\). Using this condition along with the continuity condition \(u(x_1) = u(x_2) = u(x_3)\) into the quadratic form (19) we get

\[Q[u, v] = \sum_{i=1}^3 \left( u''(x_i)\overline{v'(x_i)} - (u''(x_3) - u''(x_2))\overline{v'(x_1)} \right) - u''(x_3)\overline{v'(x_3)} + \int \limits^\Gamma \overline{u'(x)}\overline{v(x)}\,dx.\]

(22)

As before, it is a bounded linear functional with respect to \(v\) if and only if the coefficients in front of \(\langle v'(x_1), \overline{v'(x_1)} \rangle\), \(\langle v'(x_3), \overline{v'(x_3)} \rangle\) and \(\langle v'(x_3), \overline{v'(x_3)} \rangle\) are equal to 0. This gives us the following set of conditions...
\[
\begin{align*}
\begin{cases}
  u(x_1) = u(x_2) = u(x_3), \\
  u'(x_1) = -u'(x_2), \\
  u''(x_1) = u''(x_2), \\
  \sum_{j=1}^3 u'''(x_j) = 0.
\end{cases}
\end{align*}
\]

Case 2. One of the angles is 0, the other two angles are different from 0 and \( \pi \).

Assume without loss of generality that \( \alpha = 0 \) and \( \beta, \gamma \neq 0, \pi \).

The tangential plane at \( V \) exists only if the following conditions are satisfied:

\[
\begin{align*}
\begin{cases}
  u(x_1) = u(x_2) = u(x_3), \\
  u'(x_2) = u'(x_3).
\end{cases}
\end{align*}
\]

We get a bounded linear functional if and only if the following conditions are satisfied:

\[
\begin{align*}
\begin{cases}
  u(x_1) = u(x_2) = u(x_3), \\
  u'(x_2) = u'(x_3), \\
  u''(x_2) = -u''(x_3), \\
  u''(x_1) = 0, \\
  \sum_{j=1}^3 u'''(x_j) = 0.
\end{cases}
\end{align*}
\]

Case 3. One of the angles is zero, the other two are equal to \( \pi \).

Assume without loss of generality that \( \alpha = 0 \) and \( \beta = \gamma = \pi \).

The tangential plane exists only if the function is continuous and the first derivatives are the same if taken in the same direction

\[
\begin{align*}
\begin{cases}
  u(x_1) = u(x_2) = u(x_3), \\
  -u'(x_1) = u'(x_2) = u'(x_3).
\end{cases}
\end{align*}
\]

Writing the quadratic form and determining the corresponding self-adjoint operator leads to vertex conditions (14).

Case 4. Two angles are zero, the third angle is equal to \( 2\pi \).

Assume that \( \alpha = \beta = 0 \) and \( \gamma = 2\pi \). Existence of the tangential plane gives us the geometric conditions:

\[
\begin{align*}
\begin{cases}
  u(x_1) = u(x_2) = u(x_3), \\
  u'(x_1) = u'(x_2) = u'(x_3).
\end{cases}
\end{align*}
\]

The vertex conditions determining the corresponding self-adjoint operator are then given by (13).

We have covered now all possible values for the angles between the three beams in a plane. Let us consider few enlightening examples.

Example 1. For the symmetric case when \( \gamma = 2\delta \), with \( \delta \neq 0, \pi \) and \( \alpha = \beta = \pi - \delta \) our matching conditions read as

\[
\begin{align*}
\begin{cases}
  u(x_1) = u(x_2) = u(x_3), \\
  u'(x_1) + u'(x_2) + 2\cos \delta \cdot u'(x_3) = 0, \\
  2\cos \delta \cdot u''(x_1) = 2\cos \delta \cdot u''(x_2) = u''(x_3), \\
  \sum_{j=1}^3 u'''(x_j) = 0.
\end{cases}
\end{align*}
\]

Example 2. In the case when all three angles between the branches are equal, that is \( \alpha = \beta = \gamma = \frac{2\pi}{3} \) we have the following set of six matching conditions

\[
\begin{align*}
\begin{cases}
  u(x_1) = u(x_2) = u(x_3), \\
  u'(x_1) + u'(x_2) + u'(x_3) = 0, \\
  u''(x_1) = u''(x_2) = u''(x_3), \\
  \sum_{j=1}^3 u'''(x_j) = 0.
\end{cases}
\end{align*}
\]

which coincide with conditions (12) considered earlier.

Note that, the differential operator \( L_{IV} \) with the matching conditions (25) is the square of the Laplace operator \( L_0 \) subject to standard matching conditions (4). The only other cases for which \( L_{IV} = L_0^2 \) are when \( L_{IV} \) is accompanied with the matching conditions \( u(x_i) = u''(x_i) = 0 \) or \( u(x_i) = u'''(x_i) = 0 \) for \( i = 1, 2, 3 \), or any combination of these conditions. The corresponding \( L_{IV} \) operator satisfies the matching conditions \( u(x_i) = 0 \) and \( u'(x_i) = 0 \) respectively.

The operator \( L_{IV} \) with vertex conditions (25) is the only operator from the described family, which is square of a Laplace operator. It is easy to see that the vertex conditions corresponding to square of a Laplacian connect together separately the values of the functions and first derivatives on one hand and values of the second and third derivatives on the other hand. Moreover the conditions should be the same. Comparing the first and third lines in (15) we conclude that \( \sin \alpha = \sin \beta = \sin \gamma \). It follows that \( \alpha = \beta = \gamma = 2\pi/3 \), since \( \alpha + \beta + \gamma = 2\pi \) and \( \alpha \neq \pi, \beta \neq \pi, \gamma \neq \pi \).

5. Conclusions and perspectives

We derived vertex conditions that appear as natural counterpart of free conditions in the case where the beams form nontrivial angles in the equilibrium position. We expect that precisely these conditions appear when approximating of beams by narrow channels is carried out similar to the quantum graph case (second order differential operator) [5,9,17,18]. It is even more interesting to construct similar approximations for the whole class of matching conditions following ideas developed in [4] for quantum graphs. Note that all vertex conditions considered earlier appear as special cases of the derived conditions, provided the angles are chosen properly. It is straightforward to generalize obtained conditions to the case where the number of beams is greater than 3. It is important to study spectral properties of differential operators on metric graphs with described vertex conditions which depend on the angles between the edges. One may require that the graphs considered are realizable in an Euclidean space, then changing of edge lengths lead to a change of angles and therefore even of vertex conditions. We expect to observe phenomena, extending ideas developed in [3] for the second order systems. It is even more interesting to understand what is going on when the beams in the equilibrium do not lie in the same plane.
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